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Abstract

In today’s digital age, understanding user interests on social media platforms like
X is crucial for enhancing user engagement and personalizing content. This study
addresses the challenge of classifying X users based on their interests using various

machine learning and deep learning algorithms. A comprehensive dataset
encompassing diverse interest categories like Politics, Sport, and Health was

compiled and preprocessed to ensure data quality and consistency. The study
implemented multiple models, including traditional machine learning algorithms

(Random Forest, Logistic Regression, Naive Bayes) and deep learning
architectures (Convolutional Neural Network, RNN combined with CNN, and

Bidirectional LSTM).

The results demonstrate that while traditional models like Random Forest
achieved high accuracy and computational efficiency 94.13%, deep learning
models, particularly the Bidirectional LSTM, excelled in capturing complex

patterns and contextual information within the data. The Bidirectional LSTM
achieved the highest accuracy of 92.54%, albeit with higher computational costs

and longer training times. Precision, recall, and F1-score metrics consistently
highlighted the strengths of each model, with Random Forest and deep learning

models showing robust performance across various evaluation criteria.

The study also addressed significant challenges such as data imbalance and
overfitting through techniques like data augmentation, regularization, and

hyper-parameter tuning.

Execution time analysis revealed that traditional models are suitable for real-time
applications due to their speed especially Naive Bayes, while deep learning models

benefit from GPU acceleration to handle larger datasets efficiently.

Overall, this comparative analysis underscores the importance of selecting
appropriate models based on specific task requirements. The findings suggest that

a hybrid approach, leveraging the speed of traditional machine learning models
and the advanced pattern recognition capabilities of deep learning models, offers

an effective solution for user interest classification on X. This research lays a
foundation for developing sophisticated social media analytics tools, contributing

to a deeper understanding of user behavior in the digital age.

Keywords: User Interest Classification, X Data, Random Forest, Logistic Re-
gression, Naive Bayes, CNN, RNN, Bi-LSTM, Accuracy, ML, DL.



Résumé

Dans l’ère numérique actuelle, comprendre les intérêts des utilisateurs sur les
plateformes de médias sociaux comme X est crucial pour améliorer l’engagement

des utilisateurs et personnaliser le contenu. Cette étude aborde le défi de la
classification des utilisateurs de X en fonction de leurs intérêts en utilisant divers

algorithmes de l’apprentissage automatique et de l’apprentissage profond. Un
ensemble de données complet couvrant diverses catégories d’intérêts comme

Politique, sport et santé a été compilé et prétraité pour garantir la qualité et la
cohérence des données. L’étude a mis en œuvre plusieurs modèles, y compris des

algorithmes de machine learning traditionnels (Arbre aléatoire, Régression
Logistique, Naive Bayes) et des architectures de deep learning (réseau de neurones

convolutifs, RNN combiné avec CNN, et LSTM bidirectionnel).

Les résultats montrent que, bien que les modèles traditionnels comme Les arbres
aléatoire aient atteint une haute précision et une efficacité computationnelle

94.13%, les modèles de deep learning, en particulier le LSTM bidirectionnel, se
sont distingués par leur capacité à capturer des schémas complexes et des

informations contextuelles dans les données. Le LSTM bidirectionnel a atteint la
précision la plus élevée de 92,54 %, bien qu’avec des coûts computationnels plus
élevés et des temps d’entraînement plus longs. Les métriques de précision, rappel
et F1-score ont constamment mis en évidence les points forts de chaque modèle,
avec Random Forest et les modèles de deep learning montrant des performances

robustes selon divers critères d’évaluation.

L’étude a également abordé des défis significatifs tels que le déséquilibre des
données et le surapprentissage grâce à des techniques comme l’augmentation des

données, la régularisation et l’optimisation des hyperparamètres.

L’analyse du temps d’exécution a révélé que les modèles traditionnels conviennent
aux applications en temps réel en raison de leur rapidité particulièrement bayésien

naïf, tandis que les modèles de deep learning bénéficient de l’accélération GPU
pour gérer efficacement des ensembles de données plus grands.

En somme, cette analyse comparative souligne l’importance de choisir des modèles
appropriés en fonction des exigences spécifiques de la tâche. Les résultats

suggèrent qu’une approche hybride, tirant parti de la rapidité des modèles de
machine learning traditionnels et des capacités avancées de reconnaissance de

schémas des modèles de deep learning, offre une solution efficace pour la
classification des intérêts des utilisateurs sur X. Cette recherche pose les bases du
développement d’outils sophistiqués d’analyse des médias sociaux, contribuant à

une compréhension plus approfondie du comportement des utilisateurs à l’ère
numérique.

Mots clés: Classification des intérêts des utilisateurs, Données X, Arbres aléa-
toires, Régression logistique, Naïve Bayes, Réseaux de neurones, (CNN), (RNN),
(Bi-LSTM), Précision, Apprentissage automatique, apprentissage profond.
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Chapter 1

Introduction

In the fast-paced digital world, social media platforms have become essential
for communication, interaction, and information sharing. Among these platforms,
X stands out with its vast user base and real-time data flow. With over 330 million
monthly active users worldwide, X is a rich resource for researchers and businesses to
analyze user behaviors, interests, and trending topics. Understanding user interests
on X offers significant potential, providing valuable insights for targeted marketing
strategies, personalized content recommendations, and enhanced user engagement.

As the volume of data generated on X continues to grow exponentially, the need
for sophisticated analytical techniques to process, analyze, and extract meaningful
patterns from this data has become increasingly important. Traditional machine
learning algorithms have long been the mainstay of text classification tasks, but
the advent of deep learning has brought about a new era of more complex models
capable of capturing intricate relationships within textual data. This study aims to
explore and compare the effectiveness of machine learning and deep learning models
in classifying user interests on X.

Significance of User Interest Classification

Classifying user interests on social media platforms like X is important for
several reasons:

• Personalized User Experience: Tailoring content to individual user pref-
erences enhances satisfaction and deepens engagement with the platform.

• Targeted Advertising: Precision-targeted advertisements based on user in-
terests improve ad relevance and optimize advertising spending.

• Content Recommendation: Recommending content aligned with user in-
terests enriches user experience and fosters meaningful interactions.

• Market Research: Insights into consumer preferences from user interest
classification inform product development and strategic decision-making for
businesses.

• Social Network Analysis: Understanding user interests facilitates in-depth
analysis of social dynamics, influence patterns, and information diffusion
within networks.
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Research Objectives

This study aims to achieve several key objectives:

• Dataset Compilation: Collecting diverse X datasets covering various in-
terest categories, including business, health, entertainment, politics, sports,
technology, and travel.

• Data Preprocessing: Ensuring data quality and consistency through thor-
ough preprocessing steps, such as data cleaning, tokenization, normalization,
and feature extraction.

• Model Development: Developing and training both machine learning and
deep learning models for user interest classification.

• Model Comparison: Evaluating and comparing the performance of different
models based on metrics like accuracy, precision, recall, and F1-score.

• Insights Extraction: Extracting insights into the relative strengths and
weaknesses of machine learning versus deep learning approaches in the context
of user interest classification.

Structure of the Thesis

This thesis is structured as follows:

• Chapter 1: Basic Concepts: Introducing fundamental concepts related to
social media analytics, user profiling, and text classification.

• Chapter 2: State of the Art: Reviewing existing literature on user interest
classification on X and comparative studies of machine learning and deep
learning algorithms.

• Chapter 3: Methodology: Describing the datasets used, preprocessing
steps, feature extraction techniques, model selection criteria, and training
methodology.

• Chapter 4: Experiment and Implementation: Presenting the experi-
mental setup and implementation details, or both machine and deep learning
models.

• Chapter 5: Results: Detailing the results obtained from the experiments.

• Chapter 6: Discussion: Interpreting the results, discussing implications
for user interest classification, practical applications, limitations of the study,
and suggestions for future research.
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Significance of the Study

This study contributes to social media analytics by providing a thorough com-
parison of machine learning and deep learning techniques for user interest classifi-
cation. It underscores the practical implications of these techniques in real-world
applications, such as enhancing personalized recommendations and optimizing tar-
geted advertising. Furthermore, the insights gained from this research pave the
way for developing more sophisticated models and methodologies for analyzing user
behavior on social media platforms.

By addressing the challenges associated with processing large volumes of social
media data and evaluating the performance of various models, this study aims
to advance our understanding of how computational techniques can be leveraged
to derive actionable insights from user-generated content on X. Ultimately, this
research seeks to elevate the capabilities of social media analytics in delivering
personalized and relevant experiences to users while providing invaluable insights
for businesses and researchers alike.

In conclusion, the exponential growth of social media platforms like X presents
both opportunities and challenges in understanding user interests. This thesis en-
deavors to navigate these challenges and opportunities through a comprehensive
analysis of machine learning and deep learning approaches, contributing to the on-
going evolution of effective and efficient user interest classification techniques.
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Chapter 2

Basic Concepts

2.1 Introduction

In this current era (digital age), social media has become a part of our daily
lives, serving as a platform for communication, entertainment and commerce. So
understanding the massive amount of data being generated on these platforms is
crucial for businesses, researchers, and marketers. In this chapter we will see the
basic concepts of social media analytics, user profiling, and text classification and
a comprehensive overview of their definitions, importance, methodologies, and ap-
plications.

2.2 Social Media Analytics

Definition: Social media analytics involves collecting, analyzing and inter-
preting data in a systematic and structured way from social media platforms such
as Facebook, X, Instagram and LinkedIn and is intended to extract useful perspec-
tives. This is for the purpose of understanding patterns and trends within the big
data that results from publishing, commenting, interacting, and participating on
these platforms on a daily basis (Sebei, Taieb, & Aouicha, ).

Importance: Social media analytics are of great importance in our time more
than in the past because we are in a time of competition, and every company or
marketer wants to be the first. It helps companies and marketers to accurately
understand customers in terms of their desires, preferences, and behaviors, which
helps them produce products suitable for them, services they are comfortable with,
marketing strategies suitable for their customers in the best way, develop their
advertising campaigns, and improve their content with the ability to monitor and
analyze the performance and strategies of competitors on social media, and this is
important. Very focused on finding and exploiting opportunities and confronting
threats before they occur (Rao et al., ).

Key Areas: Social media analytics has main areas: sentiment analysis, trend
analysis, and user behavior analysis. Sentiment analysis is concerned with identi-
fying, studying and evaluating sentiments and emotions in posts and interactions
on social media to understand the opinion of users to determine a good way to
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respond to them. While trend analysis is concerned with identifying and analyzing
trending topics, issues and hashtags, this helps companies keep pace. User behavior
analysis studies the way users interact with social media and this provides insights
into engagement patterns, content preferences and social networks, which helps in
creating accurate strategies (Yadav et al., ).

2.3 User Profiling on Social Media

Definition: User profiling on social media includes collecting data about users
and analyzing it to create detailed profiles about them that contain their charac-
teristics, preferences, and behaviors (U., Sunithamma, Shenoy, & Venugopal, ).

Importance: This process is important because it helps to provide accurate
services and to make the user experience acceptable and satisfactory. By under-
standing individual users well, marketers and companies can create content, ads,
and recommendations appropriate to specific needs and distinct interests, all in
order to increase the activity and growth of the company or marketer (U. et al., ).

Methods: Popular methods for user profiling are demographic analysis, be-
havioral analysis, and interest analysis. Demographic analysis collects basic infor-
mation such as age, gender, and location, to facilitate classifying users into groups
to customize each group with its services and content or target it with advertise-
ments. Behavioral analysis examines users’ actions on social media, such as posting
methods and interaction methods, to facilitate predictions of future behavior. While
interest analysis determines the topics that users interact with on a regular basis,
this helps platforms organize content and ads for users (Cufoglu, ).

Applications: User profiling is used in many practical applications, such as
personalized advertising, recommendation systems, and market segmentation. Per-
sonalized ads target users with ads that match their preferences and behaviors.
Recommendation systems on platforms like Netflix and Spotify also make it eas-
ier to recommend specific content to a user based on their previous behaviors and
interests. Market segmentation allows companies to divide their audiences into dis-
tinct groups based on their shared characteristics to facilitate the implementation
of more precise marketing strategies (Kanoje, Girase, & Mukhopadhyay, ).

2.4 Text Classification

Introduction: Text classification is a machine learning technique used to
automatically classify text into pre-defined categories, structuring and organizing
different types of text such as articles, medical research, and customer tickets. This
processing used to be done manually and this is time consuming and expensive.
That’s why automated text classification tools combine natural language processing
(NLP) and machine learning to efficiently analyze large amounts of text, saving time
and resources (Dien, Loc, & Thai-Nghe, ).

Relevance: Text classification is very important in many applications and
programs, as it is used to detect spam, analyze sentiment, and classify user inter-
ests. In spam detection, it helps a lot in filtering unwanted messages by identifying
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common spam characteristics. Sentiment analysis uses text classification to identify
the emotion used in text to help companies measure customer satisfaction with their
products. As for classifying user interests, the text created by the user is analyzed
to determine his interests and preferences so that companies can customize content,
recommendations, and advertisements according to his interests (E., P, S, K, & V,
).

2.4.1 Applications of Text Classification

Spam Detection: Text classification is used to detect unwanted messages and
emails by analyzing their content and identifying patterns that indicate spam. This
is done by training a machine learning model on a data set of emails previously
classified into spam or legitimate. When a new email arrives, the text classifier
evaluates its content based on these patterns it has learned. It is classified as
regular or spam mail (Kumar, ).

Sentiment Analysis: In sentiment analysis, we can use text classification
to determine the emotional tone of text data such as posts or product reviews.
By training machine learning models on datasets previously classified into emotions
(positive, negative, or neutral), the model learns to recognize patterns and linguistic
features associated with each emotion. When applied to new data, the classifier
predicts the emotion category based on the learned patterns (Saglani, ).

Topic Categorization: Text classification is useful for classifying documents
into specific topics. By training machine learning models on datasets labeled with
pre-defined topics, the classifier learns to recognize terms and patterns associated
with each topic. When new documents are submitted, the classifier assigns appro-
priate topic labels based on these patterns (Elkan, ).

User Interest Classification: Text classification can also be used to infer a
user’s interests based on their social media activity by analyzing the content of their
posts, likes, comments, and shares. Machine learning models are trained on labeled
datasets where user interactions are labeled with specific interest categories such
as sports, technology, fashion, or music. The classifier learns to recognize patterns,
keywords, and context within the text that indicate these interests. When applied
to new data, the classifier can accurately predict the topics the user is interested
in. This allows platforms to personalize content, recommend products, and tailor
ads to match individual user preferences, to ensure user satisfaction (Pérez-Vera, ro
Sandy González Alfaro, & Allende-Cid, ).

2.5 Text Representation Technique

Word Embedding: Word embedding are a way to represent words as dense
vectors in a multidimensional space, where the distance and direction between the
vectors reflect the similarity and relationships between words. The included words
capture rich meanings and semantic relationships. One well-known method for
training word embedding is Word2Vec (Lauren, Qu, Huang, Watta, & Lendasse, ).

Word2Vec: Word embedding with Word2Vec takes place in natural language
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processing (NLP) and creates dense vector representations of words that capture se-
mantic relationships. Word2Vec creates distributed numerical representations where
words with similar meanings are placed next to each other in vector space. This
technology enables the model to learn the context and meaning of words based on
the words next to them in a given text. Through the use of Continuous Bag of Words
(CBOW) or Skip-gram structure, Word2Vec well identifies semantic relationships
between words, helping NLP systems better understand and process language data
(Nugaliyadde, Wong, Sohel, & Xie, ).

2.5.1 Techniques in Text Classification

Artificial Intelligence (AI):

It is the technology that makes computers and machines intelligent devices
that attempt to access human intelligence and problem-solving abilities. Where
artificial intelligence alone or in combination with other technologies can perform
tasks that may require human intelligence or intervention. Artificial intelligence
includes machine learning and deep learning (Panesar, ).

Machine Learning (ML):

Definition: Machine Learning is a subset of artificial intelligence (AI) that is
concerned with developing computer algorithms that learn automatically through
experience and use of data. That is, machine learning helps computers learn from
data and make decisions or predictions without being explicitly programmed to
do so. Machine learning focuses on creating and implementing algorithms that
facilitate these decisions and predictions. These algorithms are designed to improve
their performance over time to become more accurate and efficient as they process
more data, ensuring the quality of the decision or prediction (Vermeulen, ).

Types: Algorithms can be classified into four methods depending on the ex-
pected output and the type of input: supervised machine learning, unsupervised
machine learning, partially supervised learning, and reinforced machine learning
(Ayodele, ). Among the algorithms used are:

• Naive Bayes: Naive Bayes is a probabilistic classifier and adopts Bayes’ the-
orem with the assumption of strong independence between features. Naive
Bayes classifiers describe the relationship between conditional probabilities.
Although the assumption of independence is rarely true in reality, Naive Bayes
performs especially well in cases where features are approximately indepen-
dent. They are used in text classification, such as spam filtering, document
classification, sentiment analysis, and recommendation systems to predict user
preferences. However, it faces some challenges, including the assumption of
independent predictors, which is rarely true in real life, and the problem of
the presence of a class in the test data and its absence in the training data,
thus causing unpredictability (Bao, ).

• Random forest: Random forest is a powerful machine learning algorithm
that can be used for a variety of tasks such as regression and classification.
The random forest model consists of a large number of small decision trees,
called estimators, each of which produces its own predictions. The random
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forest model then combines the estimators’ predictions to produce a more
accurate prediction. A decision tree is a simple way to classify a dataset. First,
we choose the attribute that enables us to divide the dataset into different
categories most effectively. We then partition the dataset on this attribute
and create a new node in the decision tree. For each data division, we repeat
the same process, dividing the data set by the best feature. We stop creating
new nodes when we find that the samples in the current node belong to the
same class or if no attribute provides value or if the tree reaches the maximum
allowed depth. Random forest is called the ensemble method because it uses
many estimators. Each individual estimator is a weak learner, but when a
group of weak estimators are combined together, they can produce a much
stronger learner (Kulkarni & Sinha, ).

• Logistic regression: Logistic regression is a data analysis method that relies
on mathematics to find relationships between two data factors. It then uses
this relationship to predict the value of one of these two factors using the
other factor. The prediction values are usually known in advance, such as yes
or no (0,1). The advantages of logistic regression include simplicity, speed,
flexibility, and vision, and it is used in manufacturing, health care, finance,
and marketing. To understand logistic regression, we must first understand
basic regression analysis. The first thing is to define the question within a
specific framework to obtain specific results. After that, we collect the data,
of course, specifying the relevant data factors. Then we train the regression
analysis model, and this processes the data using a regression program where
various data will be linked and processed mathematically. Finally, we can
now predict unknown values, as the program uses an equation to predict
them. There are several types of logistic regression: binary, multinomial, and
ordinal (Wang et al., ).

Deep Learning: It is a tool used in artificial intelligence that teaches computers
to process data, think, and learn like humans, and it is part of machine learning.
Deep learning models learn about complex patterns in images, text, sounds, and
other data to provide us with accurate insights and predictions. Deep learning is
used in tasks that typically require human intelligence, such as describing images,
converting voice to text, fraud detection, automatic facial recognition, and many
more uses. Deep learning algorithms are neural networks similar to the human
brain, and artificial neurons are software units called nodes that are used in data
processing, mathematical operations, and in solving complex problems. It consists
of three layers: the input layer, the hidden layers, and the output layer. One of the
challenges of deep learning is large amounts of high-quality data and large processing
power. To meet these challenges, deep learning can be used in the cloud, as it is
characterized by speed and scalability (Mo, ). Among the algorithms used in deep
learning are:

• CNNs: Convolutional neural networks are a type of deep learning model de-
signed to process visual data that mimics the human hierarchical organization
of the visual system. It is good at image classification, object detection, and
segmentation tasks. The CNN architecture consists of several layers namely
convolutional layers that apply filters to detect features, activation functions
such as ReLU that introduce non-linearity, pooling layers that downsample
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the data, and fully connected layers that make the final predictions. Dropout
is used to prevent overfitting, and the softmax layer finally assigns probabil-
ities to each class. CNN training contains forward propagation to calculate
features and back propagation to adjust weights based on errors (Crowley, ).

• RNN: A recurrent neural network is a type of artificial neural network in
which the connections between nodes form a directed graph along a time
sequence, and this makes its behavior temporal and dynamic. Unlike feed-
forward neural networks, RNNs use their internal state (memory) to pro-
cess sequences of inputs, making them particularly useful for tasks where
the sequence of data points is important. RNNs achieve this by replicating
information within the network, knowing that decisions are influenced not
only by current inputs, but also by previous inputs. Although RNNs have
strengths, they face challenges such as vanishing gradient and explosion prob-
lems and computational intensity. To address these challenges, various forms
have been developed such as long-term memory (LSTM) networks to better
capture long-term dependencies (Yu, Si, Hu, & xun Zhang, ).

• Bi-LSTM: Bidirectional long-term memory is a type of recurrent neural net-
work (RNN) that consists of two LSTM layers: the first processes the input
sequence from past to future (forward) and the second from future to past
(backward). This structure helps the network capture and use information
from both directions, enhancing its ability to understand context and depen-
dencies in the sequence. By combining hidden states from both forward and
backward passes, Bi-LSTM can preserve information from the past and fu-
ture at any point in time to be useful for tasks where understanding the full
context of the sequence is crucial (Su, Huang, & Kuo, ).

2.6 Evaluation Metrics

Evaluation metrics are quantitative measures used to evaluate the performance
of machine learning models and their effectiveness in performing specific tasks.
Different metrics are suitable for different tasks. It is necessary to understand and
choose the appropriate metric to interpret the model results (Novakovic, Veljovic,
Ilić, Željko M. Papic, & Milica, ). Here are some evaluation metrics:

• Accuracy: is the ratio of correctly predicted observations to the total obser-
vations. It is one of the simplest and easiest to compute evaluation metrics
for classification tasks, but accuracy can be misleading in cases of imbalanced
datasets (Brodersen, Ong, Stephan, & Buhmann, ).

• Precision: also known as positive predictive value, is the ratio of correctly
predicted positive observations to the total predicted positive observations. It
is particular to the accuracy of the positive predictions made by the model.
Precision is important in cases where the cost of false positive results is high
(Gray, Bowes, Davey, Sun, & Christianson, ).

• Recall: measures the ratio of correctly predicted positive observations to all
actual positives. It reflects the ability of the model to identify all relevant
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cases in the data set. Recall is useful in cases where losing positive cases
would be costly (Torgo & Ribeiro, ).

• F1-Score: is the harmonic mean of precision and recall and provides a bal-
ance between the two measures, useful when false positives and false negatives
are taken into account. F1-Score is useful in situations with imbalanced data
sets where neither precision nor recall alone provide a measure of performance
(Makhoul, Kubala, Schwartz, & Weischedel, ).

• Confusion matrix: is a table to describe the performance of a classification
model on a set of test data whose true values are known. It shows the number
of true positive, true negative, false positive and false negative predictions, to
facilitate detailed analysis of model performance. The confusion matrix helps
understand the types of errors the model makes and provides the basis for
calculating other evaluation metrics (Ting, ).

2.7 Conclusion

In this chapter, we looked at the basic concepts of social media analytics
through its definition, importance, and main areas. We also looked at user profiles
on social media and learned about their importance, methods, and applications. We
discussed the classification of text by clarifying its importance and various applica-
tions. We discussed also Word2Vec; a text representation techniques, in addition
to various machine learning techniques (Naive Bayes, Random Forest, Logistic Re-
gression) and deep learning (CNNs, RNNs, Bi-LSTM) used in text classification.
Finally, we reviewed important evaluation metrics such as Accuracy, Precision, Re-
call, F1-Score, and Confusion Matrix, which are used to evaluate the performance
of machine learning models.

In later chapters, we will apply and expand on these basic concepts. We will
delve deeper into advanced techniques in social media analytics, explore case studies
that illustrate the real-world application of these methods, and present empirical
results from experiments. We will discuss integrating user profiling and text classi-
fication techniques to develop comprehensive models that can predict user interests
and behaviors on social media platforms. Through the concepts introduced in this
chapter, the following chapters aim to provide a comprehensive understanding and
practical framework for conducting effective social media analytics research.
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State Of The Art

3.1 Introduction

After the emergence of social media platforms there has been a change in the
way individuals and organizations interact, communicate and exchange information.
This shift has given rise to a huge amount of user-generated data, which provides
a great opportunity for analysis and insights. In the field of data science, two
important areas have emerged: social media analytics and user profiling.

3.2 Overview of Social Media Analytics and User
Profiling

Social media analytics involves collecting, processing, and analyzing data
from platforms like X, Facebook, Instagram, and LinkedIn to extract valuable in-
sights and patterns. This process begins with collecting data, including posts,
comments, likes, shares, hashtags, and user profiles through APIs. The collected
data is then cleaned and organized through processing, by removing duplicates,
filtering out irrelevant information, and dealing with missing values. Natural lan-
guage processing (NLP) is often used to extract keywords, sentiments, and topics
from textual data. Then analyze the data using statistical techniques and machine
learning techniques. Analytical methods include sentiment analysis, trend analysis,
user behavior analysis, and network analysis.

Social media user profiling involves collecting and analyzing data to cre-
ate detailed profiles based on users’ demographics, behaviors and interests inferred
from their interactions on platforms to personalize user experiences by tailoring
content, recommendations and advertisements to individual preferences and needs,
to enhance user engagement and satisfaction. Techniques used to identify user data
include demographic analysis, behavioral analysis, and interest analysis.

Integrating social media analytics and user profiling involves combining
social media analysis and creating user profiles. By analyzing data such as posts,
comments, likes, shares, and browsing history, companies and researchers can de-
velop accurate profiles that reflect users’ demographics, behaviors, and interests.
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This integration helps deliver highly personalized content, recommendations and
ads, to ensure user satisfaction.

3.3 Previous Studies on User Interest Classifica-
tion on X

X is a valuable platform for user interest classification studies due to its pop-
ularity, the public nature of posts, and the rich metadata of each post. With users
creating content daily, X offers a dynamic and diverse source of data. And for public
access to most posts without privacy restrictions. It provides metadata associated
with posts such as timestamps, geolocation, reposts, and hashtags. Therefore, X
is an ideal platform for studying user behavior and preferences in various fields.
In recent years, the topic of Interest Classification on X has witnessed increasing
interest from researchers. Many studies have explored this topic and delved into it
with different approaches. We limit ourselves to only 5 studies:

3.3.1 Study 1

The study Interest classification of Twitter users using Wikipedia wrote
by Kwan Hui Lim and Amit Datta(Lim & Datta, ) creates a framework for
classifying the interests of X users by utilizing information from Wikipedia. The
framework begins by compiling a list of popular X celebrities and classifying them
into different interest categories using data from their Wikipedia pages, with a
particular focus on their professions and textual descriptions. This classification is
done automatically with the help of a pre-defined library of categories of interest
and their associated keywords. Then determine the relative interests of X users
by assigning weights to each interest category based on the number of celebrities
users follow within each category. The accuracy of the classification was verified
using a dataset of 1,000 X celebrities, and is further evaluated using a dataset of
172,400 X users by analyzing their posts and follower/follower links from November
to December 2012.

Results: Evaluation of the celebrity classification component showed a high
success rate 83.9% in automatically classifying celebrities into their interest groups.
Subsequent evaluation of the user interest classification revealed that the framework
effectively identified users’ interests. Users with a strong interest in a particular
category showed higher engagement with related topics compared to users with
diverse interests.

Challenges: The study also noted challenges, such as ambiguous celebrity
names and incomplete Wikipedia articles, which presented difficulties for the auto-
mated classification process.

3.3.2 Study 2

In the study Classification of Arabic Twitter Users: A Study Based on
User Behaviour and Interests written by Abdullatif M. AlAbdullatif and
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Basit Shahzad and Esam Alwagait(AlAbdullatif, Shahzad, & Alwagait, ), the
researchers used a systematic approach to classify Arab X users based on their posts,
profile attributes, and behavior. The researchers begin collecting posts from Arab
users using the X API. They then collect text data from different news websites
related to different interest categories and this data helps test the classification
algorithm. With pre-processing of posts. The processed posts are grouped together
for each user, forming a document representing their post history. The classification
algorithm used is a naive Bayesian classifier, trained on a dataset of cleaned Arabic
posts. It calculates the probability that a post belongs to a particular category
based on word frequency, and also takes into account profile attributes and user
behavior, such as repost rate and celebrity status, to enhance accuracy.

Results: The study showed promising results in classifying Arab X users ac-
cording to their interests, popularity, and posting behavior. The algorithm achieves
high accuracy rates across different interest categories. The accuracy ranges from
91.0% to 98.7%, which indicates the effectiveness of the classifier in correctly iden-
tifying users’ interests. These impressive results underscore the potential of using
machine learning techniques to accurately analyze and classify social media behav-
ior.

Challenges: One important challenge is the abbreviations, slang, and mis-
spellings found in some of the posts. Not ensuring the accuracy and reliability of
the data collected, especially when dealing with influential people in the real world.
Among the challenges are the limitations of current classification algorithms.

3.3.3 Study 3

In the paper Efficient User Profiling in Twitter Social Network Using
Traditional Classifiers by Raghuram, M. A. and Akshay, K. and Chan-
drasekaran, K. (Raghuram, Akshay, & Chandrasekaran, )., the authors present a
method for classifying Twitter users based on their interests by leveraging a combi-
nation of user-based, tweet-based, and time-series features. Their approach focuses
on developing a more efficient user profiling mechanism by utilizing traditional clas-
sification techniques such as Support Vector Machines (SVM), Naive Bayes, Deci-
sion Trees, K-Nearest Neighbors, and Logistic Regression.

Methodology: The methodology adopted by the authors involves extracting
three main types of features:

1. User-based features: These features represent static user profile informa-
tion, such as gender, location, follower/friend ratio, and reputation score, and
are useful for detecting spammy accounts.

2. Tweet-based features: These features include metrics derived from tweet
content, such as Term Frequency-Inverse Document Frequency (TF-IDF), the
number of hashtags, mentions, sensitive tweets, and hyperlinks.

3. Time-series features: These features capture the temporal behavior of
users’ tweets, analyzing patterns like average tweet frequency, and statistical
variations over time. The time at which the tweets were made helps identify
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distinct user categories, such as Journalism, which tends to exhibit periodic
tweeting behavior.

To classify users into one of six categories—Politics, Journalism, Entertainment,
Entrepreneurship, Science & Technology, and Healthcare—the authors applied tra-
ditional classifiers like SVM, Naive Bayes, Decision Trees, and K-Nearest Neighbors.
They tested their model using 10-fold cross-validation and used Principal Compo-
nent Analysis (PCA) to reduce the dimensionality of the feature space, which helped
in improving the classification accuracy.

Results: The experiments yielded varying results for different classifiers and
feature sets. The SVM classifier combined with user-based, tweet-based, and time-
series features produced the highest classification accuracy of 89.04%, without the
need for dimensionality reduction via PCA. After applying PCA, SVM still per-
formed the best with 89.71% accuracy, using just 50 features. Among the six user
categories, the Entertainment class exhibited a perfect True Positive (TP) rate,
while Journalism posed the most significant challenge, with frequent misclassifica-
tion into the Entrepreneurship category. This misclassification is attributed to sim-
ilarities between business-related news tweets and entrepreneurial activity tweets.

Challenges: One of the significant challenges noted was distinguishing be-
tween users in the Journalism and Entrepreneurship categories due to overlapping
tweet content. This resulted in a lower TP rate for Journalism, where only 68.1%
of actual Journalism users were correctly identified. The authors also highlighted
difficulties in scaling the Decision Tree and K-Nearest Neighbors classifiers, as they
did not perform well with large numbers of features or data instances. Another
challenge was the need for periodic model updates to accommodate changes in user
behavior over time, which led the authors to propose a real-time classification sys-
tem that can adapt dynamically.

3.3.4 Study 4

The study Twitter Users’ Classification Based on Interest: Case Study
on Arabic Tweets Presented by: Noura A. AlSomaikhi and Zakarya A.
Alzamil (?, ?). The initial step involved collecting approximately 150,000 posts
from at least ten accounts for each interest category such as sports, religion, tech-
nology, health, economics, and literature. This was done using the X API. Pre-
processing of the collected posts included removing URLs, usernames, punctuation,
emojis, and stop words to enhance the accuracy of the classifier. The collected posts
were divided into training and testing sets, with 60% of the data used for training
and 40% for testing. The words were then encoded, extracted, and represented us-
ing a bag-of-words model with Biggram features to capture word frequencies. The
multinomial Naïve Bayes classifier, known for its simplicity and effectiveness in text
classification tasks, was selected and trained using pre-processed posts to assign
each post to one of the pre-defined interest categories.

Results: Classification results were compared with classes manually assigned
by human raters, using metrics such as precision, recall, and F-measure to evaluate
classification accuracy. The study achieved significantly high accuracy with a preci-
sion of 91% and 80% for F-measure, indicating the effectiveness of the classification

14



Chapter 3. State Of The Art

approach. These results demonstrate that the multinomial Naïve Bayes classifier,
when trained with properly preprocessed data, can accurately classify posts into
specific interest categories.

Challenges: One big challenge is the dynamic nature of X data, where new
terms are constantly being coined, requiring frequent updates to the training data
to reflect changes in user interests and language use. Relying on X’s API to collect
data was also a drawback by imposing limits on the number of posts that could
be accessed. In addition to the challenge of ensuring the quality and reliability of
manually labeled data to train the classifier.

3.3.5 Study 5

In this study Using Reddit Data for Multi-Label Text Classification of
Twitter Users Interests, the researchers: Angel Fiallos and Karina Jimenes
(Fiallos & Jimenes, ), focused on automatically classifying users’ interests on X
using a multi-classification text classification model. A dataset of 42,100 posts
was collected from several popular Reddit forums covering a wide range of topics
such as sports, entertainment, politics, business, technology, gamers, science, and
marketing. This dataset was collected using extraction techniques and Python
libraries such as Selenium and BeautifulSoup. The collected data served as training
data for the text classification model, which used Word2Vec embeddings and latent
Dirichlet allocation (LDA). Word2Vec is trained to learn word embeddings from raw
text, assigning vectors to unique words. LDA was applied to identify relevant topics
in X users’ timelines. The latest posts were collected from 1,573 X users using X
API algorithms, and each user’s timeline was processed to identify the most relevant
topics using a pre-trained LDA model.

Results: The effectiveness of the classification model was evaluated by com-
paring its predictions with manually classified user profiles. Social media analysts
categorized profiles into eight pre-defined categories: Sports, Entertainment, Poli-
tics, Business, Technology, Gamers, Science, and Marketing. This manual classifica-
tion served as the ground truth for comparison. The classification process achieved
an average accuracy of 75.62% and an average recall of 66.31%, indicating that
the model was relatively accurate in predicting users’ interests on X. These metrics
demonstrate that the combination of Word2Vec and LDA embeddings was effective
in identifying and classifying topics of interest.

Challenges: One of the main challenges was collecting and pre-processing data
from Reddit and X, ensuring the representativeness of the training data and the
generalizability of the model to diverse user groups and topics was also challenging.
Manual categorization of user profiles by social media analysts resulted in potential
inconsistencies, which could affect the accuracy of the evaluation process.

3.4 Conclusion

In this chapter, we explored advanced methodologies and findings in social
media analytics and user profiling, with a focus on X user interest profiling. The
studies reviewed used different techniques, from making use of Wikipedia data and
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Study Methods Used Accuracy of
Results

Shortcomings

Study
1

- Framework using
Wikipedia for
classifying X users’
interests.
- Pre-defined library
of categories and
keywords.
- Weights assigned
based on followed
celebrities

- High success rate of
83.9% in classifying
celebrities.
- Effective user
interest identification

- Ambiguous celebrity
names.
- Incomplete
Wikipedia articles

Study
2

- Systematic
classification using
posts, profile
attributes, and
behavior.
- Naive Bayesian
classifier

- High accuracy rates
(91.0% to 98.7%)

- Abbreviations,
slang, and
misspellings in posts.
- Ensuring data
accuracy and
reliability.
- Limitations of
current classification
algorithms

Study
3

- Support Vector
Machines, Naive
Bayes, Decision Trees,
K-Nearest Neighbors,
and Logistic
Regression classifiers.
- Principal
Component Analysis
(PCA) to reduce
feature dimensions.

- Highest
classification accuracy
of 89.04% with SVM
and full feature set.
- PCA reduced
features increased
accuracy to 89.71%.

-Challenges in
distinguishing
between Journalism
and
Entrepreneurship.
- Misclassification due
to similarity in user
tweet content .

Study
4

- Preprocessing steps.
- Bag-of-words model
with Bigram features.
- Multinomial Naïve
Bayes classifier

- High accuracy and
Precision of 91% and
80% for F-measure

- Dynamic nature of
X data.
- API rate limits.
- Ensuring quality
and reliability of
manually labeled data

Study
5

- Collection of Reddit
posts using extraction
techniques.
- Word2Vec
embeddings and LDA
for topic identification

- Average accuracy of
75.62%.
- Average recall of
66.31%

- Challenges in data
collection and
pre-processing.
- Ensuring
representativeness of
training data.
- Inconsistencies in
manual categorization

Table 3.1: Comparison between studies

naive Bayesian classifiers to using social graphs and advanced text classification
models such as Word2Vec and LDA. The results focus on the high accuracy of
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user classification and the effectiveness of combining multiple data sources and
techniques. With all this there are challenges such as data quality, dynamic content,
algorithm limitations, and privacy concerns. Although significant progress has been
made, continuous innovation is necessary to enhance methodologies, address current
challenges, and leverage social media analytics for more personalized and engaging
user experiences.
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Methodology

4.1 Introduction

This chapter outlines the methodology used to classify user interests on X. It
includes a description of the datasets, preprocessing steps, feature extraction tech-
niques, model selection criteria, training methodology, and the evaluation metrics
used in this study.

4.2 Research Design

This study uses a comparative approach to evaluate the effectiveness of differ-
ent machine learning and deep learning models in classifying posts. The primary
research questions are:

• Which machine learning or deep learning model performs best for classifying
posts based on user interests?

• What are the strengths and weaknesses of each model in terms of accuracy,
interpretability, and computational efficiency?

4.3 Description of the Datasets

We collected a total of 17 datasets from various sources, mainly Kaggle, cov-
ering a wide range of topics and interests. Each dataset falls into one of seven
categories: Business and Finance, Health and Fitness, Movies and TV Shows, Pol-
itics, Sports, Technology, and Travel.

The datasets vary in size and content, including examples like Financial posts,
Covid-19 X Dataset, Avengers, BreakingNews, FIFA World Cup, and TravelTues-
day. We combined these individual datasets into one comprehensive dataset, keeping
four key columns: post_id, post_text, time, and is_reposted. These columns pro-
vide essential information for analyzing user interests based on their post content
and interactions.
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Dataset             Subject  Size
Financial posts Finance 28264
IndiaWantsCrypto Finance 36928
Covid-19 X Dataset Health 115000
Mental-Health-X Health 20000
Avengers            Movies 15000
movie_post Movies 100000
Squid Game Movies 35000
ThorRangarok X Data Movies 2608
BreakingNews Politics             33158
US_news_posters Politics             120000
FIFA world cup Sports               130000
postsChampions Sports               25028
ChatGpt_dataset Science 50000
Data science dataset Science 50000
Phone dataset Science 50000
TravelTuesday Travel  4054
US Airline dataset Travel  14640

Table 4.1: Dataset Overview

Though there should be more than just seven interest categories for more ef-
fective targeted analysis, we opted for these broader categories for several reasons:

1. Data Limitations: The dataset does not have enough examples for specific
sub-interests.

2. Relevance: The selected categories represent significant user engagement on
Twitter.

3. Comparative Focus: Keeping categories consistent helps isolate model per-
formance differences.

4.4 Data Preprocessing Steps

The dataset went through several preprocessing steps to ensure consistency and
quality. We unified columns from the individual datasets and reduced the size of
larger datasets to match the dimensions of smaller ones. Additionally, we performed
the following text data preprocessing tasks:

• Dataset Loading and Labeling: Datasets were loaded and labeled accord-
ing to their respective interest categories. This step is crucial for supervised
learning, where the model learns from labeled data.

• Dataset Merging: Merging multiple datasets into a single Data Frame con-
solidates the data for easier management and analysis. Shuffling the merged
dataset ensures randomness, preventing biases during model training and eval-
uation.
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• Handling Missing Values: Removing rows with missing values maintains
data integrity and prevents issues such as biased analysis or erroneous model
training.

• Duplicate Removal: Eliminating duplicate rows reduces redundancy, en-
hances data quality, and prevents skewed analysis results or overfitting.

• Text Data Preprocessing: Transforming raw text into a cleaner format
suitable for analysis. This includes lowercasing text, removing punctuation
and special characters, removing stop words, and standardizing text format.

• Tokenization: Breaking down text data into individual tokens, typically
words or sub words, converting unstructured text into a structured format for
analysis.

• Tokenization and Padding: For deep learning models, text data was tok-
enized into numerical sequences and padded to ensure uniform length.

– Tokenization: Converts text into numerical sequences.

– Padding: Pads sequence to a fixed length, ensuring uniform input size
for neural networks.

• Label Encoding: Converting categorical labels into numeric format, allow-
ing machine learning algorithms to process and learn from the data. Each
category was assigned a unique integer:

– 0: Business and Finance

– 1: Health and Fitness

– 2: Movies and TV Shows

– 3: Politics

– 4: Sports

– 5: Technology

– 6: Travel

Train/Test Split: Splitting the dataset into training and testing sets allows
for independent model training and evaluation. The training set had 582,092 rows,
and the testing set had 145,524 rows, totaling 727,616 rows after preprocessing.

4.5 Feature Extraction

Feature extraction is crucial in text classification, transforming raw text data
into a format suitable for machine learning algorithms. We a popular methods for
feature extraction: Word2Vec. The dataset size in this step was (727,616, 100)
using Word2Vec.
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Figure 4.1: Dataset preprocessing Flowchart

4.6 Model Selection Criteria and Justification

The selection of models for user interest classification was based on their per-
formance in text classification tasks, interpretability, and ability to handle various
aspects of post data:

4.6.1 Machine Learning Algorithms

Random Forest (RF)

• Criteria: Robustness and ability to handle many input features.

• Justification: Excellent performance in classification tasks and interpretabil-
ity. Provides insights into feature importance.
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Logistic Regression (LR)

• Criteria: Simplicity, interpretability, and effectiveness on high-dimensional
data.

• Justification: Serves as a strong baseline despite being a linear model.

Naive Bayes (NB)

• Criteria: Computational efficiency due to feature independence assumption.

• Justification: Suited for text classification with high-dimensional data and
robustness to noisy data.

4.6.2 Deep Learning Algorithms:

Convolutional Neural Networks (CNN)

• Criteria: Extracts local features and patterns in text data.

• Justification: Captures spatial hierarchies in text, suitable for extracting
relevant post features.

Recurrent Neural Networks (RNN) Combined with CNN (RNN-
CNN)

• Criteria: Combines CNNs for feature extraction and RNNs for sequence
modeling.

• Justification: Captures local features and long-term dependencies in text
data.

Bidirectional Long Short-Term Memory (Bi-LSTM)

• Criteria: Captures context from both past and future tokens.

• Justification: Superior ability to model sequential data and retain long se-
quences’ context.

4.7 Evaluation Metrics

Evaluation metrics provide insights into model performance on unseen data
and help compare different models. The metrics used include:
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4.7.1 Accuracy

Accuracy measures the proportion of correct predictions out of the total pre-
dictions made. It is a straightforward metric that is easy to understand but can be
misleading if the data is imbalanced. 

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

4.7.2 Precision

Precision is the ratio of true positive predictions to the total positive predictions
(both true positives and false positives). It indicates how many of the predicted
positive instances are positive. High precision means that the model has a low false
positive rate.

Precision =
TP

TP + FP
(4.2)

4.7.3 Recall

Recall, also known as sensitivity or true positive rate, is the ratio of true positive
predictions to the total actual positives (both true positives and false negatives). It
measures the model’s ability to identify all relevant instances.

Recall =
TP

TP + FN
(4.3)

4.7.4 F1-Score

The F1-score is the harmonic mean of precision and recall. It provides a balance
between precision and recall, especially useful when the data is imbalanced. A higher
F1-score indicates a better balance between precision and recall. 

F1 − Score =
2 · Precision · Recall
Precision + Recall

(4.4)

In these equations: - TP stands for True Positives. - TN stands for True
Negatives. - FP stands for False Positives. - FN stands for False Negatives.

4.7.5 Confusion Matrix

The confusion matrix is a table used to describe the performance of a clas-
sification model. It shows the true positives, true negatives, false positives, and
false negatives. This matrix helps in understanding the types of errors the model is
making.
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4.7.6 Classification Report

A classification report provides a detailed breakdown of precision, recall, and
F1-score for each class. It is useful for multi-class classification problems where
performance across different classes needs to be evaluated.

4.7.7 Learning Curves

Learning curves plot the training and validation accuracy and loss over epochs.
These curves help diagnose whether the model is overfitting or underfitting:

• Overfitting: High training accuracy but low validation accuracy.

• Underfitting: Low accuracy in both training and validation.

By analyzing these evaluation metrics, we can gain a comprehensive understanding
of each model’s performance and identify areas for improvement. They are essential
tools for making informed decisions when choosing the best model for a given task.

Metric Description
Accuracy Proportion of correctly classified instances.
Precision Proportion of true positive instances.

Recall Proportion of true positive instances out of actual posi-
tive instances.

F1 Score Harmonic mean of precision and recall.

Table 4.2: Description of Performance Metrics

4.8 Conclusion

This chapter provides a comprehensive overview of the methodology, including
research design, data collection, preprocessing, feature extraction, model selection
criteria, and evaluation metrics. This framework ensures a systematic and rigor-
ous approach to comparing the performance of various machine learning and deep
learning models for post classification.

24



Chapter 5

Experiment and Implementation

5.1 Introduction

This chapter provides a detailed overview of the experimental setup and imple-
mentation processes used in this study to classify user interests on X. The sections
cover the dataset, preprocessing techniques, model architectures, training method-
ologies, and evaluation metrics, offering a comprehensive view of the procedures
and rationale behind the chosen methods.

5.2 Working Environment

The development and evaluation of the models were carried out in the following
environment:

• Operating System: Windows 10 Professional

• Processor: Intel Core i5-9300H CPU @ 2.40GHz

• RAM: 12 GB

• GPU: NVIDIA GeForce GTX 1650

• IDE: Jupyter Notebook

5.3 Programming Languages, Libraries, and Frame-
works

The implementation and evaluation of the deep learning models were performed
using the following programming languages, libraries, and frameworks:

• Programming Language:

– Python: Chosen for its simplicity and extensive support for scientific
computing.
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• Libraries and Frameworks:

– NumPy: For numerical computations and array handling.

– Pandas: For data manipulation and analysis.

– Scikit-Learn: For data preprocessing, model evaluation, and metrics
calculation.

– TensorFlow and Keras: For building, training, and evaluating deep
learning models.

– NLTK (Natural Language Toolkit): For text preprocessing and tok-
enization.

– Matplotlib and Seaborn: For data visualization and plotting learning
curves and ROC curves.

5.4 Dataset Description and Preprocessing

The dataset for this study comprises posts categorized into seven distinct in-
terest areas:

• Business and Finance

• Health and Fitness

• Movies and TV Shows

• Politics

• Sports

• Technology

• Travel

After preprocessing the collected dataset as mentioned in the previous section
(handling missing values, removing duplicates, text cleaning, etc.), a cleaned dataset
was obtained. The used feature extraction method is Word2Vec. The data was split
into training, validation, and test sets with an approximate 70-20-10 ratio, providing
sufficient data for both model training and evaluation.

5.5 Model Implementation

The study employs several models, including traditional machine learning and
deep learning approaches.
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5.5.1 Random Forest

Description: Random Forest is an ensemble learning method that constructs
multiple decision trees during training and outputs the mode of the classes (for
classification) or mean prediction (for regression) of the individual trees.

Implementation Details:

• Hyper-parameters: 100 estimators, a maximum depth of 15, minimum sam-
ples split of 50, and minimum samples leaf of 40.

• Training: The model was trained using Word2Vec feature vectors extracted
from the posts. Each tree in the forest was built using a different subset of
the training data, and the final prediction was obtained by aggregating the
predictions from all the trees.

5.5.2 Logistic Regression

Description: Logistic Regression is a linear model commonly used for binary
classification tasks, extendable to multi-class classification using techniques such as
one-vs-rest (OvR).

Implementation Details:

• Hyper-parameters: Regularization strength (C) and solver for optimiza-
tion.

• Training: The model was trained on Word2Vec features, using regularization
to prevent overfitting. The solver was chosen based on the dataset’s size and
complexity.

5.5.3 Naive Bayes

Description: Naive Bayes classifiers apply Bayes’ theorem with strong in-
dependence assumptions between the features, resulting in fast and efficient text
classification.

Implementation Details:

• Model Variant: Multinomial Naive Bayes, well-suited for text classification
where features represent word frequencies.

• Training: The model was trained using word2vec features, calculating the
posterior probabilities of each class given a post and assigning the class with
the highest probability.

5.5.4 Convolutional Neural Network (CNN)

Description: Though CNNs were originally designed for image recognition,
they work well for text classification by spotting patterns in word sequences, just
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like they detect shapes and features in images.

Architecture:

• Embedding Layer: Convert the words in the text into numerical represen-
tations (word vectors), so the CNN can work with them using pre-trained
embeddings models like Word2Vec.

• Convolutional Layers: Apply multiple filters to capture different patterns
and n-grams in the text.

• Pooling Layers: Perform max pooling to reduce spatial dimensions and
retain significant features.

• Fully Connected Layers: Output final classification probabilities.

Training: The CNN model was trained using word embeddings, optimized
with the Adam optimizer. Early stopping and dropout were used to mitigate over-
fitting, ensuring robust model performance.

Figure 5.1: CNN Architecture for text classification
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5.5.5 RNN Combined with CNN (RNN + CNN)

Description: This hybrid model combines the strengths of CNNs and RNNs
to capture both local patterns and sequential dependencies in the text.

Architecture:

• Convolutional Layers: Extract local patterns from the input text.

• Pooling Layer: Perform max pooling to reduce spatial dimensions and retain
significant features.

• RNN Layer: The pooled features are fed into an RNN to capture the se-
quential dependencies in the data.

• Fully Connected Layers: Output final classification probabilities.

Training: The model was trained using word embeddings, optimized with the
Adam optimizer. Early stopping and dropout were employed to prevent overfitting.

Figure 5.2: CNN + RNN Architecture for text classification
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5.5.6 Bidirectional LSTM (Bi-LSTM)

Description: Bi-LSTMs capture contextual information from both forward
and backward directions, making them highly effective for understanding context
in sequences.

Architecture:

• Embedding Layer: Converts input text into dense word vectors using pre-
trained embeddings.

• Bidirectional LSTM Layers: Capture dependencies in both directions.

• Fully Connected Layers: Output final classification probabilities.

Training: The model was trained using word embeddings, optimized with the
Adam optimizer. Early stopping and dropout were used to mitigate overfitting.

Figure 5.3: Bi-LSTM Architecture for text classification

5.6 Model Training and Evaluation

5.6.1 Training Process

Each model underwent a comprehensive training process:

• Hyperparameter Tuning: Techniques such as grid search or random search
were employed to find the optimal hyperparameters for each model.

• Optimization: For deep learning models, the Adam optimizer was used to
minimize the loss function, ensuring efficient convergence.
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• Early Stopping: The training process was monitored for validation loss,
and training was halted when performance stopped improving, preventing
overfitting.

5.6.2 Evaluation Metrics

To evaluate the models, several metrics were used:

• Accuracy: Proportion of correct predictions out of total predictions.

• Precision: Ratio of true positive predictions to total positive predictions.

• Recall: Ratio of true positive predictions to total actual positives.

• F1 Score: Harmonic mean of precision and recall.

• Confusion Matrix: Table showing true positives, true negatives, false pos-
itives, and false negatives.

• Classification Report: Detailed breakdown of precision, recall, and F1-
score for each class.

• Learning Curves: Plots of training and validation accuracy and loss over
epochs, diagnosing overfitting or underfitting.

5.7 Conclusion

This chapter provided a comprehensive overview of the experimental setup and
implementation processes used in the study to classify user interests on X. It detailed
the working environment, including the hardware and software specifications, and
outlined the programming languages, libraries, and frameworks employed for the
implementation and evaluation of the models.

The chapter described the dataset, including the categories of posts and the
preprocessing techniques applied to clean and prepare the data. It also highlighted
the feature extraction methods used(Word2Vex), and explained the data splitting
strategy for training, validation, and testing.

Various models were implemented, ranging from traditional machine learning
techniques like Random Forest, Logistic Regression, and Naive Bayes, to advanced
deep learning approaches such as CNN, a hybrid RNN combined with CNN, and Bi-
LSTM. For each model, specific implementation details, including hyperparameters
and training procedures, were discussed. The training process involved hyperparam-
eter tuning, optimization with the Adam optimizer, and the use of early stopping
to prevent overfitting.

To evaluate the models, several metrics were used, including accuracy, preci-
sion, recall, F1 score, confusion matrix, and classification report. Learning curves
were also plotted to diagnose potential overfitting or underfitting issues.

31



Chapter 6

Results

6.1 Introduction

This chapter presents the results of our experiments, providing a detailed com-
parative analysis of the different models used to classify user interests on X. Key
metrics, execution times, and practical applicability of each model are discussed,
highlighting their strengths and weaknesses. This analysis aims to guide the selec-
tion of the most suitable model for this task.

6.2 Dataset

The dataset now (after preprocessing) contains a total of 727616 rows. The
distribution of each interest in the dataset along with the representation of world
cloud for each interest is showed below:

Figure 6.1: Dataset distribution

To visualize common words for each interest we represent Word Clouds:
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Figure 6.2: Word cloud for Business interest

Figure 6.3: Word cloud for Health and fitness interest
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Figure 6.4: Word cloud for Movies and Tv shows interest

Figure 6.5: Word cloud for News interest
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Figure 6.6: Word cloud for Sports interest

Figure 6.7: Word cloud for Technology interest
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Figure 6.8: Word cloud for Travel interest

6.3 Models result

After running the algorithms:

• Random Forest

• Logisric Regression

• Naive Bayes

• CNN

• RNN + CNN

• Bi-LSTM

the evaluation metrics: Accuracy, Precision, recall, and F1-Score were used to
evaluate each model. Here are the values of each metrices along with the confusion
matrix and the learning curve for each model:
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6.3.1 Random Forest

Accuracy: 0.9413 Precision: 0.9424 Recall: 0.9413 F1 Score: 0.9416

Figure 6.9: Random forest Confusion matrix

Figure 6.10: Random forest Learning curve
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6.3.2 Logistic Regression

Accuracy: 0.9319 Precision: 0.9325 Recall: 0.9319 F1 Score: 0.9321

Figure 6.11: Logistic regression Confusion matrix

Figure 6.12: Logistic regression Learning curve
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6.3.3 Naive Bayes

Accuracy: 0.9296 Precision: 0.9314 Recall: 0.9296 F1 Score: 0.9291

Figure 6.13: Naive Bayes Confusion matrix

Figure 6.14: Naive Bayes Learning curve
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6.3.4 Convolutional Neural Network (CNN)

Accuracy: 0.9156 Precision: 0.9193 4 Recall: 0.9156 F1 Score: 0.9160

Figure 6.15: CNN Confusion matrix

Figure 6.16: CNN Learning curve
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6.3.5 RNN Combined with CNN (RNN + CNN)

Accuracy: 0.9182 Precision: 0.9217 Recall: 0.9182 F1 Score: 0.9185

Figure 6.17: RNN + CNN Confusion matrix

Figure 6.18: RNN + CNN Learning curve
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6.3.6 Bidirectional LSTM (Bi-LSTM)

Accuracy: 0.9254 Precision: 0.9265 Recall: 0.9254 F1 Score: 0.9257

Figure 6.19: Bi-LSTM Confusion matrix

Figure 6.20: Bi-LSTM Learning curve
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6.4 Comparative Analysis

This section compares the models based on performance metrics, execution
time, and practical applicability. Each model’s strengths and weaknesses are evalu-
ated to help determine the most appropriate model for classifying user interests on
X.

6.4.1 Performance Metrics Comparison

Model Accuracy Precision Recall F1-Score
Random Forest 94.13% 94.24% 94.13% 94.16%
Logistic Reg 93.19% 93.25% 93.19% 93.21%
Naive Bayes 92.96% 93.14% 92.96% 92.91%
CNN 91.56% 91.93% 91.56% 91.60%
RNN & CNN 91.82% 92.17% 91.82% 91.85%
Bi-LSTM 92.54% 92.65% 92.54% 92.57%

Table 6.1: Performance Metrics of Different Models

Figure 6.21: Comparative of model performance

Accuracy:

– Random Forest: Achieved the highest accuracy at 94.13%, indicating
strong performance across various categories.

– Logistic Regression and Naive Bayes: Followed closely with accu-
racies of 93.19% and 92.96%, respectively, showing their effectiveness in
linear and probabilistic classification tasks.
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– Deep Learning Models (CNN and RNN + CNN): Displayed
slightly lower accuracies (91.56% and 91.82%), but their ability to cap-
ture complex patterns and sequential dependencies makes them valuable
for nuanced text classification.

– Bi-LSTM: Achieved an accuracy of 92.54%, demonstrating its strength
in understanding contextual information, though slightly less accurate
than Random Forest.

Precision, Recall, and F1 Score:

– Random Forest: Exhibited the highest precision (0.9424) and recall
(0.9413), leading to the best F1 score (0.9416) among all models.

– Logistic Regression and Naive Bayes: Showed comparable preci-
sion and recall, with slight variations in F1 scores (0.9321 and 0.9291,
respectively), making them reliable choices for efficient and interpretable
models.

– CNN and RNN + CNN: Had similar precision (0.9193 and 0.9217)
and recall (0.9156 and 0.9182), indicating their capability to handle
large and complex datasets.

– Bi-LSTM: Displayed good precision (0.9265) and recall (0.9254), with
an F1 score (0.9257), effectively capturing bidirectional context.

Confusion Matrix Insights

– Random Forest and Logistic Regression: Showed minimal mis-
classifications across categories, particularly excelling in Business and
Finance, and Technology.

– Naive Bayes: Performed well but had more misclassifications in cate-
gories with overlapping vocabulary, like Health and Fitness, and Politics.

– CNN and RNN + CNN: Effective in capturing local and sequential
patterns but showed some misclassifications in Technology and Sports.

– Bi-LSTM: Had issues with categories having less training data but
excelled in categories like Movies and TV Shows and Travel due to its
contextual understanding.

Learning Curves The learning curves for each model provide insights into
training dynamics and potential issues such as overfitting or underfitting.

– Random Forest: Learning curve indicates consistent improvement
with minimal overfitting, and steady convergence as training progresses.
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– Logistic Regression: Learning curve shows clear convergence with
stable performance, indicating the model’s efficiency and effectiveness
in handling the dataset.

– Naive Bayes: Learning curve demonstrates rapid learning and quick
convergence, reflecting the model’s efficiency in learning from the data
quickly.

– CNN: Learning curve shows steady learning with signs of overfitting
towards later epochs, indicating the need for regularization techniques
to improve generalization.

– RNN + CNN: Learning curve shows balanced training with consis-
tent accuracy improvements, demonstrating effective learning over the
epochs with good generalization.

– Bi-LSTM: Learning curve shows significant training time with eventual
convergence, making it effective over extended epochs, beneficial for
tasks requiring sequential data handling.

6.4.2 Execution Time and Efficiency

Model Execution
Time (s)

Execution Time (s)
With GPU Acceleration

Prediction
Time (s)

Random Forest 1690 932 0.41
Logistic Regression 286 178 0.41
Naive Bayes 0.24 0.24 0.1
CNN 10613 510 9.34
RNN & CNN 19667 1830 15.37
Bi-LSTM 4150 3830 32.69

Table 6.2: Execution and Prediction Times for Models

Random Forest:

– Execution Time: 1690 seconds (about 28 minutes), 932.05 seconds (about
15 and a half minutes) using GPU acceleration.

– Efficient in training with high accuracy but relatively slower due to the
ensemble nature of the model.

Logistic Regression:

– Execution Time: 286.07 seconds (about 5 minutes), 178 seconds (about
3 minutes) using GPU acceleration.
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Naive Bayes:

– Execution Time: 0.24 seconds, fastest among all models, making it
suitable for applications requiring quick training and prediction.

– Extremely efficient, suitable for real-time applications with large datasets.

CNN (With GPU acceleration):

– Training Time: Approximately 51 seconds per epoch (10 epochs total).

– Prediction Time: 9.34 seconds.

– Requires more computational resources but benefits from GPU acceler-
ation.

RNN + CNN (With GPU acceleration):

– Training Time: Approximately 183 seconds (about 3 minutes) per epoch
(10 epochs total).

– Prediction Time: 15.37 seconds.

– More complex and slower than CNN alone due to the added recurrent
layers but benefits from GPU acceleration.

Bi-LSTM (With GPU acceleration):

– Training Time: Approximately 383 seconds (about 6 and a half minutes)
per epoch (10 epochs total).

– Prediction Time: 32.69 seconds.

– Slowest among deep learning models, reflecting its complexity and re-
source requirements.

6.5 Practical Applicability

• Random Forest: Best suited for scenarios where high accuracy and robust-
ness are critical, and computational resources are sufficient to handle longer
training times.

• Logistic Regression: Ideal for applications needing rapid training and pre-
dictions, offering a good balance of accuracy and simplicity.

• Naive Bayes: Effective for real-time applications with massive datasets due
to its fast computation and simplicity.

• CNN and RNN + CNN: Suitable for complex text classification tasks
where capturing both local and sequential patterns is essential, though they
require more computational power.

• Bi-LSTM: Best for applications that need to understand context and long-
term dependencies in text, despite its slower training and prediction times.
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6.6 Challenges and Solutions

Several challenges were encountered during implementation and experimenta-
tion. This section discusses these challenges and the solutions employed to address
them.

6.6.1 Data Imbalance

• Challenge: Imbalanced data can lead to biased models favoring the majority
classes.

• Solution:

– Data Augmentation: Synthetic data generation for underrepresented
classes.

– Class Weights: Assigning higher weights to minority classes during
model training to ensure balanced learning.

6.6.2 Overfitting

• Challenge: Overfitting occurs when models learn noise in the training data,
leading to poor generalization.

• Solution:

– Regularization: Techniques like L2 regularization in Logistic Regres-
sion and dropout in deep learning models.

– Early Stopping: Monitoring validation performance to halt training
when no improvement is observed.

– Cross-Validation: Using k-fold cross-validation to ensure models gen-
eralize well to unseen data.

6.6.3 Computational Resources

• Challenge: Deep learning models, especially Bi-LSTM and hybrid models,
require significant computational power and memory.

• Solution:

– GPU Utilization: Leveraging GPU acceleration for faster training.

– Efficient Batch Processing: Using mini-batch gradient descent to
optimize memory usage and speed.
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6.6.4 Hyperparameter Tuning

• Challenge: Finding optimal hyperparameters can be time-consuming and
computationally intensive.

• Solution:

– Automated Hyperparameter Tuning: Using grid search and ran-
dom search techniques to systematically explore hyperparameter spaces.

– Bayesian Optimization: Employing advanced optimization techniques
to efficiently find the best hyperparameters.

6.7 Conclusion

This chapter detailed the experimental setup, including the dataset, preprocess-
ing steps, and model implementations. It also provided an in-depth comparative
analysis of the performance, execution time, and practical applicability of various
machine learning and deep learning models. Despite challenges like data imbalance,
overfitting, and resource constraints, the models demonstrated robust performance
in classifying user interests on X. The insights gained from this chapter form the
basis for the subsequent discussion on the implications of the results and potential
areas for future research.

The next chapter will delve into the discussion of results, exploring the implica-
tions of model performance and potential improvements for enhancing user interest
classification on social media platforms.
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Discussion

7.1 Introduction

In this chapter, we delve into a detailed discussion of the results obtained from
the results that are in the previous Chapter. We analyze each model’s performance,
interpret the results, and discuss the implications of these findings. Additionally,
we explore potential improvements and future research directions to enhance the
classification of user interests on X.

7.2 Analysis of Model Performance

We analyze the models based on key metrics such as accuracy, precision, recall,
F1-score, execution time, and their suitability for practical applications.

7.2.1 Random Forest

The Random Forest model achieved the highest accuracy among all models at
94.13%. It also exhibited the highest precision (0.9424), recall (0.9413), and F1-score
(0.9416). The confusion matrix revealed minimal miss-classifications, particularly
excelling in categories like Business and Finance, and Technology.

• Interpretation: The ensemble nature of Random Forest allows it to perform
robustly across diverse categories, effectively handling non-linear relationships
and interactions between features. Its high precision and recall indicate its
ability to minimize both false positives and false negatives.

• Implications: Random Forest is highly suitable for applications requiring
high accuracy and robustness, such as targeted advertising and personalized
content recommendations. However, its longer execution time may be a limi-
tation in real-time applications.
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7.2.2 Logistic Regression

Logistic Regression demonstrated an accuracy of 93.19%, with precision (0.9325),
recall (0.9319), and F1-score (0.9321). It exhibited minimal miss-classifications and
fast execution time (286.07 seconds).

• Interpretation: As a linear model, Logistic Regression performs well with
linearly separable data. Its simplicity and interpret-ability make it a reliable
choice for many applications.

• Implications: Logistic Regression is ideal for scenarios requiring quick train-
ing and predictions, such as real-time sentiment analysis and trend detection
on social media.

7.2.3 Naive Bayes

Naive Bayes achieved an accuracy of 92.96%, with precision (0.9314), recall
(0.9296), and F1-score (0.9291). It is the fastest model, showed strong performance
but had more miss-classifications in overlapping categories like Health and Fitness,
and Politics.

• Interpretation: Naive Bayes assumes feature independence, which can be a
limitation in cases where features are correlated. However, its simplicity and
efficiency make it a strong contender for large-scale applications.

• Implications: Naive Bayes is suitable for real-time applications with mas-
sive datasets, such as spam detection and email filtering, where speed and
efficiency are critical.

7.2.4 Convolutional Neural Network (CNN)

The CNN model showed an accuracy of 91.56%, with precision (0.9193), recall
(0.9156), and F1-score (0.9165). The confusion matrix indicated effective handling
of complex patterns but some miss-classifications in Technology and Sports.

• Interpretation: CNNs are powerful for capturing local patterns in data,
making them effective for image and text classification. Their ability to learn
hierarchical features is a significant advantage.

• Implications: CNNs are suitable for applications involving large and com-
plex datasets, such as image recognition and text classification, though they
require significant computational resources.

7.2.5 RNN combined with CNN

The RNN + CNN hybrid model achieved an accuracy of 91.82%, with preci-
sion (0.9190), recall (0.9174), and F1-score (0.9179). It showed strong performance
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in capturing both local and sequential patterns but required more computational
power.

• Interpretation: Combining RNNs with CNNs leverages the strengths of
both models, capturing sequential dependencies and local patterns effectively.

• Implications: RNN + CNN models are ideal for tasks requiring an under-
standing of context and local patterns, such as natural language processing
and video analysis.

7.2.6 Bidirectional Long Short-Term Memory (Bi-LSTM)

Bi-LSTM demonstrated an accuracy of 92.4%, with precision (0.9265), recall
(0.9254), and F1-score (0.9257). It showed strong performance in understanding
contextual information, the best within deep learning models but slower execution
times.

• Interpretation: Bi-LSTMs excel in capturing long-term dependencies and
contextual information, making them highly effective for sequential data.

• Implications: Bi-LSTMs are suitable for applications like language transla-
tion and speech recognition, where understanding context is crucial despite
longer training and prediction times.

7.3 Implications of Findings

The comparative analysis reveals that while traditional machine learning mod-
els like Random Forest and Logistic Regression provide high accuracy and efficiency,
deep learning models offer significant advantages in handling complex and sequen-
tial data patterns. The choice of model depends on the specific requirements of the
application, such as the need for real-time processing, the complexity of the data,
and the availability of computational resources.

• High-Accuracy Models: Random Forest, Logistic Regression are recom-
mended for applications requiring high accuracy and robustness, such as per-
sonalized content recommendations and targeted advertising.

• Efficiency and Speed: Naive Bayes and Logistic Regression are ideal for
scenarios needing quick training and predictions, such as real-time sentiment
analysis and spam detection, especially Naive Bayes.

• Handling Complex Patterns: CNNs and RNN + CNN hybrids are suited
for tasks involving large and complex datasets, such as image and text classi-
fication.

• Contextual Understanding: Bi-LSTMs are best for applications requiring
an understanding of long-term dependencies and context, such as language
translation and speech recognition.
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7.4 Potential Improvements

Despite the promising results, there are several areas for potential improvement:

Data Augmentation: Enhancing the dataset with more labeled data, espe-
cially for underrepresented categories, can improve model performance. Techniques
such as synthetic data generation and data augmentation can help balance the
dataset.

Advanced Regularization Techniques: Implementing advanced regular-
ization techniques like dropout, batch normalization, and weight decay can help
mitigate overfitting in deep learning models, leading to better generalization.

Hyper-parameter Optimization: Employing automated hyper-parameter
optimization techniques, such as Bayesian optimization, can efficiently find the best
hyper-parameters, improving model performance and reducing manual tuning ef-
forts.

Ensemble Methods: Combining multiple models using ensemble methods
like stacking, bagging, and boosting can leverage the strengths of each model, lead-
ing to improved accuracy and robustness.

Transfer Learning: Utilizing pre-trained models and fine-tuning them on
the specific dataset can enhance performance, especially when dealing with limited
labeled data.

7.5 Future Research Directions

The study opens several avenues for future research:

Exploring Transformer Models: Investigating the use of transformer-based
models like BERT and GPT can provide deeper insights into their applicability for
user interest classification on X, given their state-of-the-art performance in NLP
tasks.

Multi-Modal Analysis: Extending the analysis to include multi-modal data,
such as images, videos, and text, can provide a more comprehensive understanding
of user interests, leveraging the strengths of various data modalities.

Real-Time Implementation: Implementing and testing the models in a real-
time environment can provide valuable insights into their practical applicability and
performance under real-world conditions.

Explainable AI: Exploring techniques for making models more interpretable
and explainable can enhance their trustworthiness and usability, especially in critical
applications like healthcare and finance.
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7.6 Conclusion

This chapter has analyzed the performance of various models for classifying user
interests on X, comparing traditional machine learning methods and deep learning
approaches. Random Forest stood out for its high accuracy, making it suitable for
applications requiring precision, such as targeted advertising. Logistic Regression,
with its quick execution time, is ideal for real-time tasks like sentiment analy-
sis, while Naive Bayes is efficient for large-scale applications like spam detection.
Deep learning models like CNNs and Bi-LSTMs excelled in handling complex and
sequential data patterns, suitable for image and text classification, and language
translation tasks, respectively.

The choice of model depends on the application’s needs, whether it’s accuracy,
speed, or handling complexity. Recommendations for improvement include data
augmentation, advanced regularization techniques, hyper-parameter optimization,
ensemble methods, and transfer learning. Future research should explore trans-
former models, multi-modal analysis, real-time implementation, and developing ex-
plainable AI techniques.

In summary, selecting the right model based on specific requirements and ex-
ploring advanced techniques can significantly enhance the classification of user in-
terests on X.
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Conclusion and Perspectives

This study thoroughly investigates the application of machine learning and deep
learning techniques for classifying user interests on X, providing valuable insights
into their performance and practical use. By categorizing posts into seven distinct
areas of interest and using rigorous preprocessing methods, we created a robust
and representative dataset. We evaluated traditional machine learning models such
as Random Forest, Logistic Regression, and Naive Bayes, alongside advanced deep
learning models like (CNNs), (RNN + CNN), and (Bi-LSTM).

The results reveal that the Random Forest model achieved the highest accu-
racy at 94.13%, demonstrating its robustness for this task. Logistic Regression and
Naive Bayes followed closely, with accuracies of 93.19% and 92.96%, respectively,
showcasing their efficiency in text classification. Deep learning models, particu-
larly the Bi-LSTM with an accuracy of 92.54%, proved highly capable of capturing
contextual information, although they required more computational resources and
longer training times. Evaluation metrics, including precision, recall, and F1-score,
consistently highlighted the strengths of each model. The Random Forest model
excelled across all metrics, while deep learning models showcased their ability to
handle complex patterns and sequential dependencies in the text. Execution time
analysis indicated that traditional models, especially Naive Bayes, were extremely
fast and suitable for real-time applications. In contrast, deep learning models bene-
fited significantly from GPU acceleration, enabling them to process larger datasets
more efficiently.

Addressing challenges such as data imbalance and overfitting was crucial to
enhancing model performance. Techniques like data augmentation, regularization,
early stopping, and class weighting were effectively employed to mitigate these is-
sues. Furthermore, hyper-parameter tuning using grid search and Bayesian opti-
mization played a pivotal role in optimizing model performance.

In conclusion, this study underscores the importance of selecting appropriate
models based on the specific requirements of the task, such as accuracy, compu-
tational efficiency, and the ability to handle complex data patterns. The findings
suggest that a hybrid approach, combining traditional machine learning models for
their speed and deep learning models for their advanced pattern recognition capabil-
ities, may offer the best solution for user interest classification on X. Future research
could explore further enhancements in model architectures, the integration of addi-
tional data sources, and the application of transfer learning to improve classification
performance and scalability. This study lays a solid foundation for the continued
development of sophisticated social media analytics tools, ultimately contributing
to a deeper understanding of user behavior and preferences in the digital age.
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