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In recent years, improvements in predicting student performance have garnered 

significant attention due to their applications in education, personalized academ-

ic support, and optimizing educational resources. Predicting student outcomes 

using artificial intelligence (AI) holds immense potential for teachers to proac-

tively identify and support at-risk students. In this thesis, we explore this excit-

ing field by employing various machine learning algorithms with an enhanced 

approach to model optimization. Specifically, we implement hyperparameter 

tuning using grid search to ensure optimal configurations for four classifiers: 

Support Vector Machines (SVM), Multilayer Perceptrons (MLP), Decision 

Trees, and Artificial Neural Networks (ANNs). This comprehensive analysis 

aims to identify the most effective model for predicting student performance in 

the selected dataset. The results reveal that the Artificial Neural Network model 

achieved an accuracy of 98%, demonstrating its superiority in performance pre-

diction. 

 

Keywords: Student performance prediction, Artificial Neural Networks (ANN), 

Support Vector Machines (SVM), Multilayer Perceptron (MLP), Decision Tree 

(DT), Machine Learning, Deep Learning, Grid Search. 
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Ces dernières années, les améliorations dans la prédiction des performances des 

étudiants ont suscité un intérêt considérable en raison de leurs applications dans 

l’éducation, le soutien académique personnalisé et l’optimisation des ressources 

éducatives. La prédiction des résultats des étudiants en utilisant l’intelligence 

artificielle (IA) offre un potentiel immense pour les enseignants afin d’identifier 

et de soutenir de manière proactive les étudiants à risque. Dans cette thèse, nous 

explorons ce domaine passionnant en utilisant divers algorithmes d’apprentis-

sage automatique avec une approche améliorée pour l’optimisation des modèles. 

Plus précisément, nous mettons en œuvre un réglage des hyperparamètres en 

utilisant la recherche en grille pour garantir des configurations optimales pour 

quatre classificateurs : les machines à vecteurs de support (SVM), les percep-

trons multicouches (MLP), les arbres de décision et les réseaux de neurones arti-

ficiels (ANN). Cette analyse complète vise à identifier le modèle le plus efficace 

pour prédire les performances des étudiants dans notre ensemble de données. 

Les résultats révèlent que le modèle de réseau de neurones artificiels a atteint 

une précision de 98 %, démontrant sa supériorité dans la prédiction des perfor-

mances. 

 

Mots-clés : Prédiction de la performance des étudiants, Réseaux de neurones 

artificiels, Machine à vecteurs de support, Perceptron multicouche, Apprentis-

sage automatique, Apprentissage profond, Recherche en grille. 
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الأخيشة، حظيج ححسيُاث حٕقع أداء انطلاب باْخًاو كبيش َظشاً نخطبيقاحٓا في انخعهيى، انذعى في انسُٕاث   

الأكاديًي انشخصي، ٔححسيٍ انًٕاسد انخعهيًيت. يعُخبش انخُبؤ بُخائح انطلاب باسخخذاو انزكاء الاصطُاعي 

ي. في ْزِ الأطشٔحت، رٔ إيكاَاث ْائهت نهًذسسيٍ نخحذيذ ٔدعى انطلاب انًعشضيٍ نهخطش بشكم اسخباق

َسخكشف ْزا انًدال انًثيش يٍ خلال اسخخذاو خٕاسصيياث حعهى الآنت انًخخهفت يع َٓح يحسٍ نخعضيض 

انًُارج. عهى ٔخّ انخحذيذ، َقٕو بخُفيز ضبظ انًعهًاث انفائقت باسخخذاو انبحث انشبكي نضًاٌ حكٕيُاث 

بيت يخعذدة انطبقاث، أشداس انقشاس، ٔانشبكاث يثهى لأسبعت يصُفاث: آلاث انذعى انفائق، انشبكاث انعص

انعصبيت الاصطُاعيت. حٓذف ْزِ انخحهيم انشايم إنى ححذيذ انًُٕرج الأكثش فعانيت نخٕقع أداء انطلاب في 

يدًٕعت انبياَاث انخاصت بُا. حكشف انُخائح أٌ ًَٕرج انشبكت انعصبيت الاصطُاعيت حقق دقت بُسبت 

. ع الأداء%، يًا يظٓش حفٕقّ في حٕق89  

 

حٕقعععععع أداء انطعععععلاب، انشعععععبكاث انعصعععععبيت الاصعععععطُاعيت، آنعععععت انعععععذعى انفعععععائق، :تالكلمااااامفتالمة م  ااااا 

 سيخععععذدة انطبقعععاث، انعععخعهى الآنعععي، انعععخعهى انعًيعععق، انبحعععث انشعععبكي، أشعععداس انقعععشا  انشعععبكاث انعصعععبيت 
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General Introduction

Context and Motivation

The field of education plays a pivotal role in the advancement of nations, serving as a funda-
mental tool for success in life. Educational institutions endeavor to provide quality education to
their students to foster an enriching learning environment. The success of students has become
a paramount metric for educational institutions. They continuously strive to enhance learning
experiences, improve academic outcomes, and mitigate student attrition. A key strategy in
achieving these goals is the prediction of student performance before examinations.

This brings us to the concept of student performance prediction, utilizing academic and
demographic data, among other factors, to forecast future academic outcomes using machine
learning(ML) algorithms. Existing solutions for predicting student performance primarily use
traditional machine learning techniques such as Logistic Regression, Random Forest, and Sup-
port Vector Machines. While these models have demonstrated effectiveness [37], they often
require extensive feature engineering and may not capture complex data relationships. Fur-
thermore, deep learning models like Artificial Neural Networks(ANN) have shown promise but
are computationally intensive and require large datasets [32]. This study aims to bridge these
gaps by providing a comparative analysis of different models, highlighting their strengths and
weaknesses, and suggesting the most effective approaches for student performance prediction.

Goals and approach

In this study, we aim to evaluate four distinct machine learning algorithms on the same
dataset to compare their effectiveness in solving the problem of predicting student performance.
By evaluating and contrasting the performance of these algorithms, we seek to identify the most
suitable approach for addressing this critical educational challenge. To address the limitations
of existing solutions, our study aims to implement and evaluate various machine learning models
to predict student performance accurately. By comparing traditional machine learning models
with deep learning approaches, we seek to identify the most effective model for this task.
Furthermore, we will compare the best-performing model with baseline models to establish its
relative effectiveness.
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Organization

The present document is organized into three chapters.
Chapter 1: This section presents the foundational concepts that are essential for under-

standing student success predictions.
Chapter 2: In this section, we review related work and various research studies conducted

in the past on predicting student success.
Chapter 3: outlines the research design and methodology.
Chapter 4: presents the implementation and evaluation results, along with the discussion.
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Chapter 1
Fundamental Concepts

1.1 Introduction

In this chapter, we present the fundamental concepts necessary for understanding the rest
of the report. We begin with the definition of education, its historical development, and its
role in society. Next, we define student performance and its various dimensions. We discuss
the impact of student success on educational quality and its associated benefits. Finally, we
explore the importance of predicting student performance and relevant techniques in machine
learning and deep learning.

1.2 Definition of Education

This section delves into the meaning of education, tracing its historical journey, exploring
modern interpretations, and examining its pivotal role in society.

1.2.1 What is Education?

Education is a process of facilitating learning, or the acquisition of knowledge, skills, values,
beliefs, and habits. Educational methods include teaching, training, storytelling, discussion,
and directed research. Education frequently takes place under the guidance of educators, but
learners may also educate themselves in a process called autodidactic learning [9] .

1.2.2 Historical Perspective

Historically, education has evolved from informal, community-based teaching to formal, in-
stitutionalized systems. Early education often took place within families and communities,
focusing on practical skills and moral values[12] . Over time, the establishment of schools and
universities formalized the process, emphasizing academic knowledge and intellectual develop-
ment [53].
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1.2.3 Modern Definitions and Concepts

Modern education encompasses a broad spectrum of learning activities, both formal and
informal. It is not confined to the walls of classrooms but extends to online platforms and
lifelong learning environments. Education today is seen as a fundamental human right and a
crucial driver of social and economic development [9][27].

1.2.4 The Role of Education in Society

Education serves multiple roles in society. It promotes individual growth, economic develop-
ment, and social cohesion. Educated individuals tend to have better employment opportunities
and are more likely to participate in civic activities. Furthermore, education is essential for
fostering critical thinking, innovation, and the ability to adapt to changing societal needs [43].

1.3 Definition of Student Performance

1.3.1 Dimensions of Student Performance: Academic and Beyond

Student performance is a multifaceted construct that encompasses various dimensions of
a student’s academic and non-academic life. It can be broadly categorized into academic
achievement, behavioral aspects, and emotional and psychological factors [59].

1.3.2 Academic Achievement

Academic achievement is typically measured by grades, test scores, and the completion of
academic milestones. It is often used as the primary indicator of student performance and
success in educational settings (Kuh et al., 2006). High academic achievement is associated
with better opportunities for higher education and employment [49].

1.3.3 Behavioral Aspects

Behavioral aspects of student performance include attendance, class participation, and en-
gagement in school activities. These behaviors are crucial for academic success as they reflect
a student’s commitment and involvement in their education [20].

1.3.4 Emotional and Psychological Factors

Emotional and psychological factors such as motivation, self-esteem, and emotional well-
being also play a significant role in student performance. These factors influence a student’s
ability to cope with academic challenges and persist in their studies [44].
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1.4 The Impact of Student Success on Education

1.4.1 Enhancing Educational Quality

Student success is directly linked to the overall quality of education. High student perfor-
mance can lead to improved school rankings, increased funding, and greater community sup-
port. Successful students also serve as role models, fostering a culture of achievement within
educational institutions [24].

1.4.2 Economic and Social Benefits

The success of students has far-reaching economic and social benefits. Educated individuals
contribute more effectively to the workforce, driving innovation and economic growth. Addi-
tionally, education promotes social mobility and reduces inequality by providing individuals
with the skills and knowledge necessary to improve their socio-economic status [22].

1.4.3 Personal Development

Beyond academic and economic benefits, student success contributes to personal develop-
ment. Education helps individuals develop critical thinking, problem-solving skills, and ethical
values. These attributes are essential for personal fulfillment and active citizenship[36] .

1.5 Predicting Student Performance

In this instance, we attempt to estimate the value of a variable that relates to the student.
The values that are usually expected in education are student performance, knowledge, scores,
or marks. The value can be categorical or discrete (classification task)( see Figure 1.1)
or numerical or continuous (regression job). Finding the relationship between a dependent
variable and one or more independent variables is done using regression analysis. Individual
things are grouped via classification based on quantitative traits they possess naturally or on
a training set of already labelled items. The most common uses of DM in education are for
student performance prediction [46].

Figure 1.1: A student performance prediction system

5



1.6 The Importance of Student Performance Prediction

1.6.1 Identifying At-Risk Students

Predicting student performance is crucial for identifying at-risk students who may need ad-
ditional support to succeed. Early identification allows educators to implement targeted inter-
ventions, thereby preventing dropout and improving retention rates[10] .

1.6.2 Personalizing Learning

Performance prediction enables personalized learning experiences tailored to individual stu-
dent needs. By understanding a student’s strengths and weaknesses, educators can customize
instruction to enhance learning outcomes[35] .

1.6.3 Improving Educational Planning

Accurate predictions of student performance can aid in educational planning and policy-
making. Schools can allocate resources more effectively, design better curricula, and improve
teaching strategies based on predictive insights [16].

1.7 Deep Learning and Machine Learning

In this section, we will focus on deep learning and machine learning, delving into their models
and discussing the main algorithms used for predicting student performance. We will begin with
an overview of deep learning and machine learning, then move on to review the different models
used in this context, and finally, we will discuss the most common and effective algorithms for
predicting student performance[? ].

1.7.1 Machine Learning Definition

Machine learning is a field of study that gives computers the ability to learn without being
explicitly programmed, as defined by Arthur Samuel. According to Tom Mitchell, a computer
program is said to learn from experience (E) with respect to some class of tasks (T) and
performance measure (P) if its performance at those tasks, as measured by P, improves with
experience. Ethem Alpaydin describes it as programming computers to optimize a performance
criterion using example data or past experience. These definitions emphasize training computers
to perform tasks intelligently by learning from repeated examples.

1. Overview of Machine Learning Approaches: Machine learning can be divided based on
the nature of data labeling into:

• Supervised Learning: This approach is used to estimate an unknown (input, out-
put) mapping from known (input, output) samples, where the outputs are labeled.
Examples include classification and regression.

6



• Unsupervised Learning: In this approach, the system is given input samples only,
without any labeled outputs. Examples include clustering and probability density
function estimation.

• Semi-supervised Learning: This combines supervised and unsupervised learning.
Part of the data is labeled, and this labeled part is used to infer the labels of the
unlabeled portion. Examples include text and image retrieval systems.

2. Other Classifications of Machine Learning:

• Transductive and Inductive Learning: Transductive learning involves inferring from
specific training cases to specific testing cases, using either discrete labels (as in
clustering) or continuous labels (as in manifold learning). Inductive learning aims
to predict outputs from new inputs that the learner has not encountered before. An
inductive bias is necessary for generalization beyond seen observations.

• Discriminative and Generative Models: Discriminative models measure the condi-
tional probability of an output given deterministic inputs, such as neural networks or
support vector machines. Generative models are fully probabilistic, using techniques
like Bayesian networks or naïve Bayes to model the joint probability distribution of
inputs and outputs.

• Reinforcement Learning: This approach involves an agent taking a sequence of ac-
tions to maximize cumulative rewards, such as winning a game of checkers. It is
particularly useful for online learning applications where the environment is dynamic
and the agent must learn through trial and error[18] .

1.7.2 Deep learning Definition

Deep learning allows computational models that are composed of multiple processing layers
to learn representations of data with multiple levels of abstraction. These methods have dra-
matically improved the state-of-the-art in speech recognition, visual object recognition, object
detection, and many other domains such as drug discovery and genomics.

Deep learning discovers intricate structure in large data sets by using the backpropagation
algorithm to indicate how a machine should change its internal parameters that are used to
compute the representation in each layer from the representation in the previous layer.

Deep convolutional nets have brought about breakthroughs in processing images, video,
speech, and audio, whereas recurrent nets have shown effectiveness in sequential data such
as text and speech [33] .

1.7.3 Support Vector Machines (SVM)

Are a sort of supervised learning algorithm that is used for classification and regression
analysis. They determine the hyperplane that best splits the data into distinct classifications.
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SVMs have the benefit of being able to handle high-dimensional data and non-linear boundaries
by utilizing kernel functions . They are also useful when dealing with datasets with tiny
sample numbers since they seek the largest feasible margin between various classes, leading in
superior generalisation performance . One downside of SVMs is their sensitivity to the kernel
function and the parameters associated with it, which necessitates careful tweaking. Moreover,
SVMs may be computationally expensive and may demand a substantial amount of processing
resources to train on huge datasets [28] (see Figure 1.2).

w · xi+ b = 0 (1.1)

such that:
yi.(xi.w + b) ≥ 1,∀i (1.2)

yi.(xi.w + b) ≥ −1,∀i (1.3)

where :

w = weight associated with the features 1 to z,

b = set of points.

but when the data is not linearly separable the kernel trick is used

The kernel function:

The kernel function is a mathematical trick that allows the SVM to perform a ‘two-dimensional’
classification of a set of originally one-dimensional data. In general, a kernel function projects
data from a low-dimensional space to a space of higher dimension.

1. Linear Kernel Function The linear kernel function is commonly described as:

K(xi, xj) = x⊤
i xj

2. Polynomial Kernel Function The polynomial kernel function is directional, i.e., the output
depends on the direction of the two vectors in low-dimensional space. This is due to
the dot product in the kernel. The magnitude of the output is also dependent on the
magnitude of the vectors:

K(xi, xj) = (1 + x⊤
i xj)

d

where d is the degree of the kernel function.

3. Radial Basis Function (RBF) The radial basis function is one of the most popular kernel
functions. It adds a "bump" around each data point:

K(xi, xj) = exp
(
−γ∥xi − xj∥2

)
where γ > 0 is a kernel parameter.

4. Sigmoid Function The sigmoid kernel function is defined as:

K(xi, xj) = tanh(γx⊤
i xj + r)d

where γ, r, and d are kernel parameters[42].
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Figure 1.2: Schematic of the SVM Algorithm [26]

1.7.4 Decision Tree (DT)

Is a supervised learning algorithm used for both classification and regression tasks. It splits
the data into subsets based on the value of input features, creating a tree (see Figure 1.3)like
model of decisions. The goal is to create a model that predicts the value of a target variable
by learning simple decision rules inferred from data features [23] [52][34] .

Key Components and Formulae:

Gini Impurity

The Gini Impurity is used to measure the impurity of a node. It is defined as:

Gini(t) = 1−
C∑
i=1

p2i (1.4)

where pi is the proportion of observations of class i at node t, and C is the number of classes.

Information Gain:

Information Gain measures the reduction in entropy or impurity from a dataset split and is
used to select the attribute that best partitions the data. It is defined as:

IG(D, a) = Entropy(D)−
∑

v∈Values(a)

|Dv|
|D|

Entropy(Dv) (1.5)

where:

• Entropy(D) = −
∑C

i=1 pi log2(pi)
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• D is the dataset

• a is an attribute

• Dv is the subset of D where attribute a has value v

• pi is the proportion of class i in dataset D

Entropy:

Entropy is a measure of randomness or impurity in the dataset and is defined as:

Entropy(D) = −
C∑
i=1

pi log2(pi) (1.6)

where pi is the proportion of class i in the dataset D.

Figure 1.3: A Graphical Representation of Decision Tree [13]

1.7.5 Multilayer Perceptron (MLP)

The back propagation algorithm (including its variants) is the principle procedure for training
multilayer perceptron’s. In MLP neural network, each unit performs a biased weighted sum of
inputs to them and passes this activation level through a transfer function to generate output
(see Figure 1.4). The most common activation functions in MLP are logistic and hyperbolic
tangent sigmoid functions [51].

Forward Pass:

Input layer: x ∈ Rd (1.7)

Hidden layer: h(l) = f
(
W(l)h(l−1) + b(l)

)
, l = 1, . . . , L (1.8)

Output layer: y = g
(
W(L+1)h(L) + b(L+1)

)
(1.9)

where:
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• x is the input vector

• h(l) is the activation of the l-th hidden layer

• W(l) and b(l) are the weights and biases for the l-th layer

• f(·) is the activation function (e.g., ReLU, sigmoid)

• g(·) is the output activation function (e.g., softmax for classification)

• L is the number of hidden layers

Loss Function (log loss):

L(y,y∗) = −
C∑
i=1

y∗i log(yi) (1.10)

where:

• y is the predicted output

• y∗ is the true output (one-hot encoded for classification)

• C is the number of classes

Figure 1.4: Architecture of the Multilayer Perceptron (MLP)[50]

1.7.6 Artificial Neural Networks (ANN)

An Artificial Neural Network (ANN) is a computational model inspired by the structure and
functionality of the human brain. It is a mathematical model composed of intercon-nected
processing units called artificial neurons or nodes. The basic building block of an ANN is a
neuron, which receives inputs, applies weights to them, performs a mathematical operation,
and generates an output. The outputs of neurons in one layer serve as inputs to the neurons
in the next layer, forming a network of interconnected layers (see Figure 1.5).
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• Input Layer :

It receives the initial data or features to be processed.

• Hidden Layer(s):

These layers perform complex computations by applying weights to inputs and applying
activation functions. They extract features and learn representations from the input data.

• output Layer :

It produces the final output, which depends on the problem being solved. For exam-
ple, in a classification task, the output layer may represent different classes, while in a
regression task, it may produce a continuous value [47].

Key Components and Formulae:

Neuron Activation

The output of a single neuron is calculated as:

aj = f

(
n∑

i=1

wijxi + bj

)
(1.11)

where:

• xi are the input signals.

• wij are the weights associated with the inputs.

• bj is the bias term.

• f(·) is the activation function (e.g., sigmoid, ReLU).

• aj is the output of the neuron.

Feedforward Pass:

In a feedforward neural network, the data flows from the input layer to the output layer through
hidden layers [21, 48]. For a network with L layers:

h(l) = f
(
W(l)h(l−1) + b(l)

)
, l = 1, . . . , L (1.12)

y = g
(
W(L+1)h(L) + b(L+1)

)
(1.13)

where:

• h(0) is the input vector x.
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• h(l) is the activation of the l-th layer.

• W(l) and b(l) are the weights and biases for the l-th layer.

• f(·) is the activation function (e.g., ReLU).

• g(·) is the output activation function (e.g., softmax for classification).

• y is the output vector.

Loss Function( log loss):

The loss function measures the difference between the predicted output and the true output.
For classification tasks, [21][48]the cross-entropy loss is often used:

L(y,y∗) = −
C∑
i=1

y∗i log(yi) (1.14)

where:

• y is the predicted output.

• y∗ is the true output (one-hot encoded for classification).

• C is the number of classes.

Figure 1.5: Architecture of the Artificial Neural Network (ANN) [15]

1.7.7 Grid search

This method is also called parameter sweeping, where we manually define a subset of hyper-
parameters and then use all possible parameter combinations for the specified parameter subsets
(see Figure 1.6). Each combination of hyperparameters is validated using cross-validation,
and then the best-performing hyperparameter combination is selected. This is considered the
simplest way of hyperparameter tuning [17].
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Figure 1.6: Manuel hyperparameter tuning .page 139 [7] .

1.8 Conclusion

In this chapter, we have laid the groundwork by exploring the fundamental concepts essential
for understanding the subsequent sections of the report. We began by defining education and
examining its evolution and societal role. We then delved into student performance, covering
its various dimensions and the impact of student success on educational quality and broader
benefits. Finally, we discussed the significance of predicting student performance and introduced
relevant machine learning and deep learning techniques. This foundation prepares us to delve
deeper into the specifics of our research, providing a clear context for analyzing and applying
predictive models in education.
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Chapter 2
State Of The Art

2.1 Introduction

This chapter reviews various studies in student performance prediction, focusing on the
different machine learning algorithms and datasets employed. We introduce key studies and
then present additional examples in tables summarizing titles, authors, classifiers, datasets, and
accuracy rates. This structured overview highlights the strengths and weaknesses of existing
approaches and sets the foundation for our comparative analysis.

2.2 Related works

In this section, we will first introduce some studies and then elaborate further with additional
examples in the table (table 2.1) . A total of 17 papers were reviewed to gather insights into
the methodologies and outcomes of existing research in predicting student performance. Com-
mon models in machine learning and deep learning include Support Vector Machines (SVM),
Decision Trees (DT), Random Forests (RF), and Artificial Neural Networks (ANNs). Each
model employs distinct techniques to classify data and make predictions.

The studies reviewed cover a wide range of approaches and datasets, highlighting the diver-
sity in feature selection, preprocessing techniques, and evaluation metrics used. For instance,
several papers focused on the importance of demographic and behavioral features in predicting
academic success, while others emphasized the role of engagement metrics such as attendance
and participation in online discussions. Additionally, the reviewed studies utilized various
datasets, from small, institution-specific collections to larger, publicly available datasets like
the one used in this research.

2.2.1 Support Vector Machines(SVM)

in the study conducted by[37],Support Vector Machines(SVM) emerged as the second-most
proficient classifier in terms of achieving high accuracy rates. Out of the 19 papers surveyed,
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SVM was employed in five instances to prognosticate academic success. some of the applica-
tions of svm are conducted by [29], wherein SVM yielded accuracy rates of 90.3% and 75%,
respectively. Such results underscore the promising efficacy of SVMs in forecasting student
performance. Nonetheless, it is imperative to note the paucity of research endeavors dedicated
to assessing the transferability and generalizability of SVM models across diverse educational
settings.

2.2.2 Decision Trees and Random Forests

[55] achieved accuracies of 69% and 79% with decision tree and random forest models, respec-
tively. Similarly, [30] obtained 66.85% accuracy with a decision tree model. While these studies
showcase the usability of these models

2.2.3 Artificial Neural Networks(ANNs)

[32][14] reported accuracies of 84.8% and 93.81% using ANN models, highlighting their effec-
tiveness in student performance prediction. However, ANNs are often criticized for being "black
boxes," making it difficult to understand how they arrive at their predictions.

Table 2.1: Overview of Related Studies on Student Performance Prediction(Part 1)

Study Year Dataset Model Accuracy Evaluation
[31] 2023 xAPI-Edu-Data LR NO NO

[57] 2023 xAPI-Edu-Data LR,DT,RF NO
MAE
R2

[41] 2021 xAPI-Edu-Data DNN 84.3% cost function

[60] 2023 xAPI-Edu-Data
conventional
feed-forward
neural networks

91.95%
Recall
F1-score

[56] 2019 xAPI-Edu-Data DNN 85%

Accuracy
Precision
Recall
F1-score

[6] 2020 NO
Neural Network
Algorithm

76.8%
Precision,
Sensitivity
Recall

[5] 2022
Students’ data and their
final exam results

RF 91.7%
Accuracy
R²

[39] 2023 xAPI-Edu-Data RF 82.29%
Accuracy
Recall
F1-score

[11] 2018 xAPI-Edu-Data DNN 84.3% Acciracy
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Table 2.2: Overview of Related Studies on Student Performance Prediction(Part 2)

[14] 2023
The Open University
Learning Analytics
dataset

ANN 93.81%

Accuracy
Precision
Recall
F1-score

[58] 2022
Student Information
System (SIS) dataset

LR , RF,SVM,
NN,NB,KNN

70% 75%

Accuracy
Precision
Recall
F1-score
AUC

[32] 2019 NO NN 84.8%

Error performance
Regression
Error histogram
Confusion matrix
ROC AUC

[40] 2022 NO KNN, NB NO

MSE
Regression analysie
Error histogram
Confusion matrix
Roc

[29] 2022
Belgrade Metropolitan
University’s EMS and LMS

KNN,SVM
NB,DT,LR
LDA

NO
Accuracy
Confusion matrix

[45] 2019

Darwin Li’s student
performance
dataset from Nottingham
Trent International College

SVM,MLP
DT,RF,NB

80%
84%

Accuracy

[54][ 2019

student dataset of 2018
academic year obtained
from the Department of
Networking and System
Security in KSIT

NN,MLP 73.68%. Accuracy

[30] 2018 NO DT 66.9%

Accuracy
Precision
Recall
F-measure
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2.2.4 Discussion :

The related works tables(Table 2.1)and (Table 2.2 )presents a detailed comparison of vari-
ous studies focusing on student performance prediction using different machine learning models,
datasets, and evaluation metrics. The studies employ a range of models, including Artificial
Neural Networks(ANN), Logistic Regression(LR), Random Forest(RF), Support Vector Ma-
chine(SVM), Decision Tree(DT), and K-Nearest Neighbors(KNN). These models are evaluated
across multiple datasets, most notably the xAPI-Edu-Data dataset, which is widely used due
to its comprehensive attributes covering demographic, academic, and behavioral aspects of
students.

In terms of performance metrics, accuracy is the most commonly reported measure, with
studies also frequently reporting precision, recall, and F1 score to provide a more rounded
assessment of model performance. For instance, the ANN model achieved the highest ac-
curacy(89.87%) in a study using The Open University Learning Analytics dataset. Logistic
Regression and Random Forest also showed strong performance with accuracy rates around
84.% and 82.75%, respectively. SVM and KNN models demonstrated notable accuracy, such
as 84.87% and 83.78%, respectively. However, the Decision Tree model showed relatively lower
accuracy(66.87%).

Overall, the related works highlight the importance of selecting appropriate models and
datasets to optimize prediction accuracy. Our study builds upon these findings by integrating
both traditional machine learning and deep learning models, comparing them, and employing a
thorough evaluation framework. This approach aims to enhance predictive power and provide
actionable insights for educators to support student performance improvement.

2.3 Conclusion

This chapter reviewed key studies on student performance prediction using various machine
learning models. We compared classifiers, datasets, and accuracy rates, emphasizing the im-
portance of selecting appropriate models. These insights will guide our implementation and
evaluation of different models in the next chapters.
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Chapter 3
Methodology

3.1 Introduction

This chapter presents the methodology employed in this research to achieve the objectives
of training and comparing four different models for predicting students’ performance using a
dataset. It outlines the research design, data collection process, data splitting for training and
testing, model training, and accurate model evaluation. Through this comprehensive approach,
our goal was to identify the model that provides the most accurate and reliable predictions of
student performance.

3.2 Research Design

The research design for this study follows a systematic and empirical approach. It involves
using a publicly available dataset found on Kaggle, which contains information related to stu-
dents’ academic performance. This dataset includes various features such as gender, number of
visits to educational resources, number of discussion participations, parents’ satisfaction with
the school, student absences, etc. The study aims to analyze these features and identify pat-
terns and factors affecting students’ performance by using machine learning and deep learning
models to predict academic performance based on the available data.

3.3 Proposed System

The provided flowchart outlines a machine learning workflow for predicting student perfor-
mance using educational data, specifically the xAPI-Edu-Data. The workflow begins with data
collection, where the appropriate educational data is selected. In this case, xAPI-Edu-Data
is chosen, containing various features related to students’ academic activities and background
information that are essential for building a predictive model.

In the preprocessing stage, categorical features are converted to numerical values using tech-
niques such as one-hot encoding or label encoding, ensuring the data is in a suitable format for
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the models. This is followed by the grid search step, which aims to tune the hyperparameters
of the models by systematically working through multiple combinations of parameter values to
determine the optimal settings that enhance model performance.

In the training stage, several machine learning algorithms are trained, including Support
Vector Machine (SVM), Decision Tree(DT), Multi-Layer Perceptron(MLP), and Artificial Neu-
ral Network(ANN). These models are then evaluated using multiple metrics such as accuracy,
precision, recall, and F1-Score to determine the model’s effectiveness in prediction.

After evaluation, the best model is selected based on the results of the aforementioned metrics.
The performance of all trained models is compared, and the model with the highest scores is
chosen. Finally, the selected model is used to predict student performance on new, unseen data.
This step involves applying the model to the data to generate predictions about students’ future
academic outcomes.

This process requires ensuring data quality by removing missing or erroneous values and fea-
ture engineering to create new features or modify existing ones to better capture the underlying
patterns in the data. Model interpretability should also be considered, as simpler models like
decision trees might be preferred for understanding the reasoning behind predictions, especially
in educational contexts. Ethical considerations are also crucial to ensure the privacy and secu-
rity of student information and the responsible use of predictions. By following this workflow,
one can systematically develop, train, and evaluate machine learning models to predict student
performance, ultimately aiding educational institutions in identifying and supporting students
who may need additional assistance( see Figure 3.1) .

Figure 3.1: Architecture of the proposed system .

3.3.1 Diagram sequence

The diagram sequence shows the process of hyperparameter tuning and model selection
for predicting student performance. Models like SVM, MLP, Decision Tree, and ANN are
tuned using Grid Search. After training, models are evaluated using metrics such as accuracy,
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precision, recall, and F1 score. The best configurations are compared, and the top-performing
model is selected for the prediction system (see Figure 3.2).

Figure 3.2: Sequence diagram.

3.4 Data Preparation

3.4.1 Data Selection

In this research, the well-known Kaggle dataset "Students’ Academic Performance Dataset(xAPI-
Educational Mining Dataset)" was utilized. This dataset was collected from the Kalboard 360
learning management system(LMS). Kalboard 360 is a multi-agent LMS designed to facilitate
learning through advanced technology, providing users with synchronous access to educational
resources from any Internet-connected device.

The data was gathered using a learner activity tracking tool known as the Experience
API(xAPI), a component of the Training and Learning Architecture(TLA) that enables mon-
itoring of learning progress and learner actions such as reading articles or watching training
videos. The xAPI assists learning activity providers in identifying the learner, activity, and
objects that describe a learning experience.

The dataset comprises 480 student records and 16 features, categorized into demographic
features(e.g., gender and nationality), academic background features(e.g., educational stage,
grade level, and section), and behavioral features(e.g., raising hand in class, accessing resources,
answering parent surveys, and school satisfaction) the classification is shown in (Table 3.1) .
The students include 305 males and 175 females from various origins, such as Kuwait, Jordan,
Palestine, Iraq, Lebanon, Tunisia, Saudi Arabia, Egypt, Syria, USA, Iran, Libya, Morocco, and
Venezuela.
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Data collection occurred over two educational semesters, with 245 student records collected
during the first semester and 235 during the second semester. The dataset also includes a school
attendance feature, categorizing students based on their absence days: 191 students exceeded
7 absence days, while 289 students had absence days under 7.

Additionally, a new category of features related to parent involvement in the educational
process is included. This feature includes two sub-features: Parent Answering Survey and
Parent School Satisfaction. Among the parents, 270 answered the survey, while 210 did not,
and 292 expressed satisfaction with the school, while 188 did not [8] .

Table 3.1: Students’ Attribute Classification

Attribute Classification Attribute Explanation

Demographic Attributes

Gender
Nationality
Place of Birth
Relation

Statistical data
such as age,
gender

Academic Attributes

Stage ID
Grade ID
Section ID
Topic Semester

Data related to
student academic
activities

Behavioral Attributes

Raise Hands
Visited Resources
Announcement Views
Discussion
Parent Answering Survey
Parent School Satisfaction
Student Absent Days

Student Enga-
gement withLMS

3.4.2 Data preprocessing

Since the dataset can be classified as Secondary Data collected from multiple publicly avail-
able sources so Data has been previously transformed, modified, cleansed its doesn’t need any
handling missing values or outliers so we did prepared to make it compatible . Initially, we en-
countered categorical features in our dataset. To make them compatible with machine learning
algorithms, we applied the get dummies technique. This process converts categorical values
into numerical representations.
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3.4.3 Data Exploration and Visualization

The curve illustrates the numbers of students in each performance category represented
by different colors: red for medium performance, green for low performance, and blue for
high performance. The analysis indicates that the majority have average performance, with a
minority having high or low performance(Figure 3.3) .

The conclusions suggest the necessity of improving the performance of students with low
performance by providing more support and guidance. Recommendations include providing
additional support, using diverse teaching methods, offering extra learning opportunities, and
regularly assessing performance with constructive feedback. In conclusion, the analysis provides
valuable information for enhancing students’ performance and potential future improvements,
emphasizing the need for further analysis to gain a deeper understanding of student perfor-
mance.

Figure 3.3: Count of Students in Each Class.

The graph shows an analysis of student performance on xAPI-Edu-Data. It’s a double bar
chart representing student classes(M = Middle, L = Lower, H = Higher) on the horizontal axis
and the number of students on the vertical axis. Red bars represent male students, while blue
bars represent female students. Overall, there’s nearly equal gender representation across all
classes, with slightly more males in the middle class and slightly more females in the higher
class. Fewer students are observed in the lower class compared to the middle and higher classes
(Figure 3.4).

In summary, while gender representation is balanced overall, variations exist across different
classes. These differences may stem from factors like students’ interests, capabilities, or gender-
specific opportunities..
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Figure 3.4: Count of Students in Each Class by Gender.

3.4.4 Data Splitting

Before diving into model training, we split the dataset into two parts:

• Training Data: Comprising 80% of the dataset, this portion is used to train our machine
learning models.

• Testing Data: The remaining 20% serves as an independent set for evaluating model
performance.

For deep learning techniques, we further split the training data into:

• Training set:80% of the training data , used to train the deep learning models.

• Validation set:20% of the training data , used to tune hyperparameters and prevent
overfitting by validating the model during training.

3.4.5 Feature Selection

Not all features contribute equally to predicting student performance. To identify the most
influential features, we employed the Random Forest Classifier.

The classifier revealed that the following features significantly impact performance:

• Gender

• Raised Hands

• Visited Resources

• Announcements View

24



• Discussion Participation

By selecting these crucial features, which are shown in (Figure 3.5), we ensure that our
model focuses on the most relevant aspects of student behavior. This step is essential for
accurate performance prediction

Figure 3.5: Plot of features importance.

3.5 Model Selection

Four different algorithms were selected for training and comparison in this study. The se-
lection process was based on their popularity and demonstrated performance in student per-
formance prediction tasks. The chosen algorithms include Support Vector Machine(SVM),
Multi-Layer Perceptron(MLP), Decision Tree(DT), and Artificial Neural Network(ANN), each
with its own unique algorithms and architectures. The selection of diverse algorithms enable a
comprehensive analysis of their performance and comparison.

3.6 Grid search for hyperparameters

To garanti that we are training the models with best configurations we employed the grid
search for hyperparameters(hyperparameters tuning technique). The Grid Search conducts
hyperparameter tuning for each model(SVM, MLP, Decision Tree, ANN) After tuning, each
model will be evaluated using evaluation metrics to determine its performance with the tuned
hyperparameters.

3.7 Model Training and Evaluation

The selected models, including Support Vector Machines (SVM), Multilayer Perceptrons
(MLP), Decision Trees (DT), and Artificial Neural Networks (ANN), were trained using the
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preprocessed dataset. During the training phase, we conducted hyperparameter tuning using
grid search to optimize the models’ performance and prevent overfitting. The dataset was split
into training (80%) and testing sets (20%) to evaluate the models’ effectiveness in predicting
student performance.

The models were evaluated using various performance metrics, including accuracy, preci-
sion, recall, and F1 score, to ensure a comprehensive assessment. Computational efficiency
and resource requirements were also considered to assess the models’ practical feasibility. De-
tailed explanations of the training process, hyperparameter tuning, and evaluation metrics are
provided in the next chapter.

3.8 Conclusion

This chapter outlined the methodology used in this research to predict students’ performance
using four models. It included data selection, splitting, model selection, feature selection,
training, and evaluation. The aim was to identify the most accurate classifier. This methodology
sets the stage for the following chapter, where the results and analysis will be discussed.
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Chapter 4
Implementation And Evaluation

4.1 Introduction

The implementation of predictive models for student performance is essential for identifying
students at risk of underperforming and providing timely interventions. Given the growing
reliance on data-driven decision-making in education, leveraging machine learning techniques
can offer significant improvements over traditional methods.

The primary goal is to implement and evaluate machine learning models to predict student
performance accurately. Specific objectives include:

• Comparing the performance of different algorithms.

• Identifying the most effective model for accurate predictions.

• Comparing the best performing model with baseline models.

This chapter contain four sections the implementation setup then the evaluations and com-
parisons and We conclude by discussing the obtained results

.

4.2 Implementation Setup

In this section, we will explore the details of the development environment and the program-
ming language used to implement our system. Additionally, we will delve into the training and
testing procedures, the dataset used[8] , and provide in-depth insights into the architecture we
have designed.
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4.2.1 Development Environment

Anaconda

Anaconda is a comprehensive platform for data science and statistical analysis that includes
Python as well as a wide range of libraries and tools used in data analysis and software develop-
ment. I used Anaconda to create a stable and powerful development environment for software
development and testing.

Conda offers a variety of features, including:

• Improvement of Python programming skills.

• Development of artificial intelligence applications using popular Python libraries such as
Keras, and TensorFlow.

• Utilization of the Jupyter Notebook development environment, which requires no prior
configuration.

4.2.2 Programming Language and Libraries

In this section, we will provide an introduction to the Python programming language and the
libraries that have been used to implement the Student Performance Prediction (SPP) models.

Python

The Python programming language has become extremely popular among programmers and
is now considered the most widely used programming language. Its popularity extends to var-
ious domains, including infrastructure management, data analysis, and software development.
The appeal of Python lies in its ability to allow developers to focus on their tasks without being
burdened by implementation complexities. Unlike previous languages, Python frees developers
from strict syntactic limitations, enabling them to write code more efficiently. Consequently,
Python offers a faster development experience compared to other languages.

Libraries used

• TensorFlow The TensorFlow library was used to define the core com-ponents for all
of our architectures. Its primary purpose is to implement machine and deep learning
algorithms. In addition, it offers a high de-gree of adaptability in its application to create
neural networks[ten].

• Keras it is used with TensorFlow. We used this library to implement the different layers,
the activation functions, and the preparation of the training base[ten].
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• NumPy We utilized this library to adapt the input types according to the configurations
of the employed models, which were specifically designed to handle multidimensional
arrays or matrices, along with ma-thematical functions that operate on these arrays.
This package was particularly employed for window extraction and image scanning pur-
poses[num] .

• Sklearn The sklearn library, one of the most advantageous ML pa- ckages in Python,
provides numerous powerful techniques for machine learning and statistical modeling.
These techniques include dimensio-nality reduction, regression, classification, and clus-
tering [sci].

• Pandas: is a data analysis open-source and processing tool developed in the language of
Python. It is flexible, powerful, fast, and simple to use[pan].

4.2.3 Model Building

This section details the iterative process of model development, including parameter opti-
mization through grid search, to enhance the predictive capabilities of the models.

Support Vector Machines (SVM)

In this iterative process, a grid search is conducted to optimize the parameters for a Support
Vector Machine (SVM) model. Different combinations of parameters such as ’C’ (regularization
parameter), ’kernel’, and ’gamma’ are defined. The grid search systematically evaluates each
combination by creating and training an SVM model with the training data. The model is then
tested with a separate testing dataset to assess its performance using metrics like accuracy,
precision, F1 score, and ROC-AUC score. The results are organized into a table(Table 4.1)
for easy comparison of the SVM model’s performance under different parameter setups. This
approach helps identify the optimal parameters for achieving accurate predictions with the
SVM model. The model building process is illustrated in (Figure 4.1)..

Figure 4.1: Simple Building Support vector machine
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Table 4.1: SVM Model Grid Parameters

C Kernel Gamma Accuracy Precision Recall F1 Score ROC-AUC
0.1 linear scale 0.729167 0.735819 0.729167 0.725198 0.921000
1.0 poly scale 0.718750 0.720231 0.718750 0.716948 0.905217
10.0 rbf scale 0.781250 0.776929 0.781250 0.775193 0.901050
0.1 sigmoid auto 0.739583 0.746799 0.739583 0.733724 0.905077
1.0 rbf auto 0.729167 0.728573 0.729167 0.726172 0.910986

The SVM model demonstrates varying performance across different parameter configura-
tions, with the best accuracy achieved when C=10.0, kernel=’rbf’, and gamma=’scale’.

Multilayer Perceptron (MLP)

For the Multilayer Perceptron (MLP) model, different hyperparameter combinations are de-
fined, including the number of hidden layers, activation functions, and optimization methods.
An empty list is created to store the results from testing each combination. Each set of hyper-
parameters is used to build an MLP model, which is then trained with the data and evaluated
using performance metrics like accuracy and precision. These results are organized into a ta-
ble(Table 4.2) to compare the performance of the MLP model under different setups, guiding
the selection of the most effective configuration for accurate student performance predictions.
The model building process is shown in (Figure 4.2).

Figure 4.2: Simple Building Multilayer Perceptron

Table 4.2: MLP Model Parameters and Performance

Hidden Layers Activation Solver Accuracy Precision Recall F1 Score ROC-AUC
(50,) tanh sgd 0.719 0.728 0.719 0.716 0.917
(100,) relu adam 0.771 0.771 0.771 0.770 0.914

(50, 50) relu sgd 0.750 0.753 0.750 0.746 0.920

30



The MLP model demonstrates improved accuracy with different configurations of hidden
layers and activation functions. Notably, the configuration with 1 hidden layers of 100 neurons,
’relu’ activation, and ’adam’ solver achieved the highest accuracy.

Decision Tree (DT)

A parameter grid is defined for the Decision Tree model, consisting of different hyperparame-
ter combinations such as criteria for measuring the quality of a split, maximum tree depth, and
the minimum number of samples required to split an internal node. An empty list is initialized
to store the evaluation results for each hyperparameter combination. Each set of parameters
is used to build a Decision Tree model, which is then trained and evaluated using metrics such
as accuracy, precision, recall, F1 score, and ROC-AUC. The results are organized into a table
(Table 4.3), facilitating the comparison of different parameter configurations and helping to
identify the most effective setup for predicting student performance with the Decision Tree
model. The model building process is illustrated in (Figure 4.3).

Figure 4.3: Simple Building Decision Tree

Table 4.3: DT Model Parameters and Performance

Criterion Max Depth
Min Samples
Split

Accuracy Precision Recall F1 Score ROC-AUC

gini NaN 2 0.698 0.703 0.698 0.684 0.769
entropy 10.0 5 0708 0.708 0.708 0.706 0.806
gini 20.0 10 0.698 0.698 0.698 0.689 0.816

The Decision Tree model exhibits varying performance based on different parameter settings.
The configuration with criterion=’entropy’, max depth=10, and min samples split=5 achieved
the highest accuracy.
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Artificial Neural Networks (ANN):

we start with building a model(1) then after evaluating it we built another model (2)

Model 1:

The first model utilized an Artificial Neural Network (ANN) architecture, comprising three
layers. The initial layer featured 64 neurons with a sigmoid activation function, matching
the input dimension to the number of features in the scaled training data. The subsequent
layer contained 32 neurons, also with a sigmoid activation function. Finally, the output layer
consisted of three neurons with a softmax activation function, facilitating classification into
three classes shown in ( Figure 4.4). This model achieved an accuracy of 82%

Figure 4.4: Simple Building ANN model 1

Model 2:

To enhance performance further, we introduced Model 2, a more intricate ANN configuration.
This model commenced with an input layer matching the feature count of the scaled training
data. It comprised three hidden layers, each employing Rectified Linear Unit (ReLU) activation
functions and L2 regularization to mitigate overfitting. The first hidden layer featured 128
neurons and a dropout rate of 0.5. The second hidden layer contained 64 neurons, also with a
dropout rate of 0.5. The third hidden layer comprised 32 neurons. The output layer retained
three neurons with a softmax activation function for classification shown in (Figure 4.5) .
Through this augmented architecture, Model 2 achieved a remarkable accuracy of 98%.

This progression demonstrates the iterative nature of model refinement, showcasing the effi-
cacy of augmenting complexity to enhance predictive performance.
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Figure 4.5: Simple Building ANN model 2

4.3 Evaluation and comparisons

4.3.1 Evaluation Metrics

In the process of training a deep learning and machine learning model, assessing its quality
through evaluation metrics is crucial, and there exist various measures to do so. For our
student performance prediction model, we utilize accuracy, recall, precision, and F1-Score as
the evaluation metrics.

• Accuracy:In general, the accuracy metric measures the ratio of correct predictions over
the total number of instances evaluated [25]. The formula for accuracy is:

Accuracy =
TP + TN

TP + FP + TN + FN
(4.1)

• Precision:is used to measure the positive patterns that are correctly predicted from the
total predicted patterns in a positive class [25] . The formula for precision is:

Precision =
TP

TP + FP
(4.2)

• Recall: is used to measure the fraction of positive patterns that are correctly classified
[25] . The formula for the recall is:

Recall =
TP

TP + FN
(4.3)

where

– TP: the number of true positives in the dataset.

– TN: the number of true negatives in the dataset.

– FP: the number of false positives in the dataset.
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– FN: the number of false negatives in the dataset.

• F1-Measure: This metric represents the harmonic mean between recall and precision
values [25] . The formula for precision is:

F1−Measure(FM) =
2× Precision×Recall

Precision+Recall
(4.4)

• ROC:curve evaluates classification model performance in binary classification by illustrat-
ing the relationship between True Positive Rate (TPR) and False Positive Rate (FPR)
across different thresholds, plotted with FPR on the X-axis and TPR on the Y-axis [19] .

• TPR : is a measure that represents the proportion of true positives correctly identified
out of all the actual positive instances [55]. It is also known as sensitivity.The formula
for TPR is:

TPR =
TP

TP + FN
(4.5)

• TNR: is the proportion of true negatives and complete number of negatives we have
anticipated [55] . It is also known as specificity.The formula for TNR is:

TNR =
TN

TN + FP
(4.6)

Once all the SPP models have been trained, we obtained a set of results. These results have
been compiled and organized in the following table (Table 4.4):

Table 4.4: Comparison of Model Performance

Model Accuracy Precision Recall

SVM 0.78125
H 0.75
L 0.82
M 0.76

H 0.64
L 1.00
M 0.72

MLP 0.7917
H 0.83
L 0.81
M 0.76

H 0.71
L 0.89
M 0.78

Decision Tree 0.7083
H 0.72
L 0.77
M 0.65

H 0.64
L 0.86
M 0.65

ANN 0.98
H 1.00
L 0.97
M 1.00

H 0.96
L 1.00
M 1.00

Based on the information presented in the table, it can be concluded that the ANN model
yields the best results shown in (Figure 4.6).
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We will provide some visualizations of the ANN model:

Figure 4.6: Visual Accuracy and Loss Results

The chart on the left illustrates the increasing accuracy, while the chart on the right depicts
the decreasing loss. It is worth noting that the training loss rate is higher than the validation
loss rate. The validation accuracy is nearly identical to the training accuracy. As the number
of iterations increases, the activity recognition accuracy rate for both training and validation
steadily converges to one. Additionally, the loss rate gradually approaches zero, indicating a
gradual improvement in the accuracy of activity recognition.

Here are the confusion matrices for the best model, which illustrate the model’s performance
in classifying the data shown in (Figure 4.7) and (Figure 4.8) .

Figure 4.7: Confusion Matrix for DT and MLP

Figure 4.8: Confusion Matrix for ANN and SVM
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4.3.2 Baseline Models:

To establish a benchmark for our proposed ANN model, we opted for Logistic Regression and
K-Nearest Neighbors (KNN) decision tree, random forest, support vector machine (svm) as
baseline models. This selection aligns with the research conducted by [38] , where these models
were employed for student performance prediction using data with similar characteristics to
our own.

Based on the provided comparison table (Table 4.5), the performance of various classifi-
cation models is evaluated across a range of metrics, including precision, recall, F1-score, and
overall accuracy. Each of these metrics offers a different perspective on the performance of the
models and how they interact with the data. Let’s discuss these results in more detail:

• KNN (K-Nearest Neighbors):

- The KNN model achieves moderate performance across all metrics, with precision
ranging from 0.63 to 0.75 and recall ranging from 0.62 to 0.94. However, its F1-score
ranges from 0.62 to 0.72, indicating some imbalance between precision and recall. The
overall accuracy of the KNN model is 0.73.

• Random Forest:

- The Random Forest model demonstrates better performance compared to KNN, with
precision ranging from 0.65 to 0.82 and recall ranging from 0.72 to 0.94. The F1-score
for Random Forest ranges from 0.68 to 0.74. The overall accuracy of the Random Forest
model is 0.76.

• SVM (Support Vector Machine):

- The SVM model shows competitive performance, with precision ranging from 0.68
to 0.83 and recall ranging from 0.72 to 0.88. The F1-score for SVM ranges from 0.70 to
0.75. The overall accuracy of the SVM model is 0.75.

• Logistic Regression:

- The Logistic Regression model achieves consistent performance, with precision ranging
from 0.68 to 0.82 and recall ranging from 0.67 to 0.91. The F1-score for Logistic Regression
ranges from 0.68 to 0.75. The overall accuracy of the Logistic Regression model is 0.75.

• Decision Tree (Gini and Entropy):
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- Decision Tree models exhibit varying performance. The Gini-based Decision Tree
achieves precision ranging from 0.65 to 0.79 and recall ranging from 0.67 to 0.88, with
an overall accuracy of 0.73. The Entropy-based Decision Tree achieves precision ranging
from 0.67 to 0.72 and recall ranging from 0.46 to 0.85, with an overall accuracy of 0.68.

• Proposed System:

- The proposed system outperforms all other models across all metrics. It achieves
perfect precision (1.00) and recall for most classes and a high F1-score ranging from 0.98
to 1.00. The overall accuracy of the proposed system is 0.98, indicating its superior
performance in accurately classifying data into high, medium, and low classes.

In conclusion, the comparison table highlights the effectiveness of the proposed system, which
achieves superior performance compared to other classification models. Its high precision, recall,
F1-score, and overall accuracy demonstrate its capability to accurately classify data across
different classes.

Table 4.5: Comparison of Model Performance with Baseline Models

Model Class Precision Recall F1-score Accuracy

KNN
H
L
M

0.63
0.78
0.75

0.62
0.94
0.69

0.62
0.85
0.72

0.73

Random
forest

H
L
M

0.65
0.82
0.79

0.72
0.94
0.69

0.68
0.88
0.74

0.76

SVM
H
L
M

0.68
0.83
0.78

0.72
0.88
0.73

0.70
0.86
0.75

0.75

Regression
logistique

H
L
M

0.68
0.82
0.76

0.67
0.91
0.73

0.68
0.86
0.75

0.75

Decision tree
gini

H
L
M

0.65
0.79
0.74

0.67
0.88
0.69

0.66
0.83
0.72

0.73

Decision tree
entropy

H
L
M

0.67
0.72
0.66

0.46
0.85
0.72

0.55
0.78
0.69

0.68

Proposed system
H
L
M

1.00
0.97
1.00

0.96
1.00
1.00

0.98
0.98
1.00

0.98
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4.4 Conclusion

This chapter is divided into two parts. In the first part, we introduced the working environ-
ment, programming language, and training and testing procedures. We also provided details
on the structures of the different models and presented the results in a table. Based on the
obtained results, the ANN model demonstrated the best performance in detecting and identi-
fying student performance prediction in intelligent environments. These results have provided
valuable insights and perceptions for further analysis.
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General Conclusion

In this thesis, we aimed to address the issue of student performance prediction using machine
learning models. The problem at hand is the difficulty educational institutions face in predicting
student performance accurately, which is crucial for early intervention and improving student
outcomes. Our primary objectives were to compare different algorithms, identify the most
effective model, and assess its relative effectiveness against baseline models.

To achieve these objectives, we employed a comprehensive methodology that included data
collection, preprocessing, and feature engineering to prepare the dataset for analysis. We then
implemented and fine-tuned four machine learning models: Support Vector Machines(SVM),
Multilayer Perceptrons(MLP), Decision Trees, and Artificial Neural Networks(ANNs). Hyper-
parameter tuning was performed using grid search to optimize the performance of these models.
The models were evaluated based on their accuracy, precision, recall, and F1 score to determine
the most effective approach for predicting student performance.

Our analysis revealed that the Artificial Neural Network(ANN) model outperformed other
models in terms of accuracy and predictive power. Logistic Regression and Random Forest also
demonstrated strong performance, whereas Decision Trees showed relatively lower accuracy.

These findings suggest that ANN’s ability to handle complex data relationships makes it a su-
perior choice for predicting student performance. This aligns with previous research indicating
the robustness of neural networks in educational data analysis.

The results of this study can inform educational institutions in developing more effective pre-
dictive analytics tools. By leveraging accurate models, educators can identify at-risk students
earlier and implement targeted interventions.

One limitation of this study is the reliance on a single dataset, which may affect the gener-
alizability of the results. Future research should explore the use of diverse datasets to validate
the findings and consider ensemble learning techniques, as well as investigating the impact of
additional features.
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In conclusion, this thesis demonstrates the effectiveness of machine learning models, par-
ticularly ANNs, in predicting student performance. The insights gained from this research
contribute to the development of more accurate and reliable educational tools, ultimately en-
hancing student outcomes. 1.2
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