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Abstract

Machine learning has developed widely in recent years, where intelligent systems and com-
puter programs become parallel to the capabilities of the human brain. This is due to the
development of machine learning algorithms (especially deep learning), the improvement of
computer performance, and the availability of huge volumes of data. However, there are nega-
tive uses for this development, including the ability to break and pass the CAPTCHA test.
CAPTCHA for (Completely Automated Public Turing test to tell Computers and Humans
Apart), is one of the verification systems used by a large number of websites and web services
to protect them from being hacked by computer programs (bots), the most typically used form
of CAPTCHAs is text-based CAPTCHA.
Our aim is to study the mechanisms for breaking this type of CAPTCHA and the challenges
arising from the developments of machine learning algorithms facing its security. We conduct
an experimental study using a model based on an End-to-End CRNN-CTC network used for
handwriting and text recognition to break a text-based CAPTCHA generated by python. The
obtained results show that our model succeeds to break text-based CAPTCHA with a good
result compared to state-of-the-art methods.

key words:
Text-based CAPTCHA, CAPTCHA breaking, deep learning, End-to-End CRNN-CTC.
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Résumé

L’apprentissage automatique s’est largement développé ces dernières années, où les systèmes
intelligents et les programmes informatiques deviennent similaires aux capacités du cerveau
humain. Cela est dû au développement d’algorithmes d’apprentissage automatique (en partic-
ulier d’apprentissage en profondeur), ainsi qu’à la capacité des ordinateurs et aux mégadonnées
disponibles. Cependant, il y a des utilisations négatives pour ce développement, y compris la
capacité de casser et de réussir le test CAPTCHA.
CAPTCHA pour (Completely Automated Public Turing test to tell Computers and Humans
Apart ), est l’un des systèmes de vérification utilisés par un grand nombre de sites Web et de
services Web pour les protéger contre le piratage par des programmes informatiques (bots), le
CAPTCHA textuel est géneralement le type le plus utilisé.
Notre objectif est d’étudier les mécanismes de rupture ce type de CAPTCHA et les défis liés aux
développements d’algorithmes d’apprentissage automatique face à sa sécurité. Nous menons
une étude expérimentale utilisant un modèle basé sur un réseau End-to-End CRNN-CTC util-
isé pour la reconnaissance de l’écriture manuscrite et du texte pour rupture un CAPTCHA
textuel créé avec Python. Les résultats obtenus montrent que notre modèle est capable de
rupture le CAPTCHA textuel avec un bon résultat par rapport à les méthodes d’état de l’art.

Mot clés:
CAPTCHA textuel, rupture de CAPTCHA, apprentissage profond, End-to-End CRNN-CTC.
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CHAPTER 1

INTRODUCTION

1.1 Context and Motivations

"I’m not a robot" We can confirm that you encountered this sentence one day while
using internet services and maybe more than once. Since the advent of the websites and their
services, we must prove that we are not a machine before advantage from these services, by
passing what is known as the CAPTCHA test. CAPTCHA (Completely Automated Public
Turing test to tell Computers and Humans Apart) is a test designed to distinguish between
human users and computer programs (bots) on websites in order to protect their services from
harmful use by these bots. This test has many variations, such as : text-based CAPTCHA,
image-based CAPTCHA, video-based CAPTCHA. And to make the CAPTCHA test that a
human can pass it but the machine cannot. They relied in their design on tasks that humans
excel at performing against a machine such as text understanding, character recognition, object
detection, speech recognition, video classification.

From the first use of the CAPTCHA test in 1997 by the Alta Vista website to the present
day, attempts are made to pass and break it, whether from computer programs (bots) or from
scientists, in order to know its weaknesses and find new strengths every time in line with the
rapid development of intelligent systems. The vast amount of data available (big data) and
improving the capabilities of computers made deep learning one of the most advanced fields,
which achieved good results in breaking the CAPTCHA test. This makes the CAPTCHA test
that’s the machine can’t break it still a challenge.

The text-based CAPTCHA is the most used compared to other types, due to its ease of use
and low cost of design, this is what made it vulnerable to attack and break, and on the other
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hand, a wide field of research to make it more solid and unbreakable or prove its inefficiency
in light of the developments in machine learning algorithms and deep learning.

1.2 Goals

Our goal in this work is to strength CAPTCHA techniques. By proving the weakness of the
text-based CAPTCHA in front of deep learning methods. That is what made us try to break
a text-based CAPTCHA using a model based on an End-to-End CRNN-CTC network used
for handwriting and text recognition with dataset of images generated py CAPTCHA library
in python. Each CAPTCHA image contains between four to seven characters from the upper
case 26 English alphabets.

1.3 Organization

This thesis includes three chapters:

• Chapter 2: This chapter introduces some preliminaries. It is divided into three sections:
The first introduces the basic concepts of machine learning, the second concerns neural
networks, and the third involves deep learning, especially Convolutional Neural Networks
and Recurrent Neural Networks.

• Chapter 3: This chapter overviews the CAPTCHA test and its types. It presents
the text-based CAPTCHA generation process also the state of the art in text-based
CAPTCHA breaking.

• Chapter 4: This chapter contains our experiment to break a text-based CAPTCHA
using End-to-End CRNN-CTC network used for handwriting and text recognition. With
dataset generated by python in which every image contains between four to seven char-
acters.
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CHAPTER 2

ARTIFICIAL INTELLIGENCE TO DEEP
LEARNING

2.1 Introduction

Nowadays, Deep Learning (DL) constitutes a hot topic and is at the top of intelligence
systems. With the development of the machines and abundance of data, it was developed
systems that simulate the ability of the human brain. Deep learning is one of the techniques
of Artificial Intelligence (AI) derived from machine learning. So it is not possible to talk about
deep learning without a reminder of the principles of both machine learning and artificial
intelligence.

In this chapter, we first present a brief history of the long development of artificial intelligence
from its basic techniques to deep learning. We also review machine learning and its main
techniques and branches. Since neural networks are at the core of deep learning, we devoted
the next section to it, where we explain how they work. And present their different types. The
last section is devoted to the most important DL architectures.
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2.2 History

Machine learning is the most advanced field in AI. In the following points, we try to mention
the most important stages in the history of the development of intelligent systems of (artificial
intelligence, machine learning, and deep learning) :

• 1943: The first mathematical model of a neural network: Walter Pitts (logician) and
Warren McCulloch (neuroscientist) invented the first mathematical model of the neu-
ral network through a set of mathematics and algorithms that aim to simulate human
thinking processes (McCulloch and Pitts, 1943).

• 1950: The prediction of machine learning : Alan Turing (mathematician) proposed what
he called a Turing test to determine if a computer can think (Machinery, 1950).

• 1952: First machine learning programs : Arthur Samuel invented the first program that
can play the checker game and capable to learn by correcting its mistakes (Samuel, 1959).

• 1957: Setting the foundation for deep neural networks: Frank Rosenblatt (psychologist)
proposed an electronic system that was known as the basis of deep neural networks
(Rosenblatt, 1957).

• 1960: Control theory: Henry J. Kelley published “Gradient Theory of Optimal Flight
Paths” which was later used to develop the basics of backpropagation model (Kelley,
1960).

• 1965-71: The first working deep learning networks: Alexey Ivakhnenko and V.G. Lapa
developed what is known as (GMDH) Group Method of Data Handling, which is a set
of algorithms applied to neural networks. In 1971, they designed the first deep neural
network (Ivakhnenko and Ivakhnenko, 1995).

• 1979-80: An Artificial Neural Network (ANN) learns how to recognize visual patterns.
Kunihiko Fukushima creates what is known as “Neocognitron,” which is an artificial neural
network that learned to recognize patterns. It is considered as the first convolutions neural
network (Fukushima, 1989).

• 1982: The creation of the Hopfield Networks: John Hopfield invented a system that bears
his name, which is the first recurrent neural network (Hopfield, 1982).

• 1985: A program learns to pronounce English words: Terry Sejnowski (neuroscientist)
proposed a program able to learn how to pronounce English words (NETtalk) (Rosen-
blatt, 1957).

• 1986: Improvements in shape recognition and word prediction : David Rumelhart, Ge-
offrey Hinton, and Ronald J. Williams presented details of backpropagation process and
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its importance in neural networks for many tasks such as shape recognition, and word
prediction (Rumelhart et al., 1986).

• 1989: Q-learning: Christopher Watkins introduced the concept of Q-learning which is
one of the most important reinforcement learning algorithms (Watkins, 1989).

• 1995: Support Vector Machines (SVM) : Cortes and Vapnik in 1993 designed SVM and
presented them later in 1995 (Cortes and Vapnik, 1995).

• 1997: Long Short-Term Memory (LSTM): A recurrent neural network framework was
proposed by Schmidhuber and Hochreiter (Hochreiter and Schmidhuber, 1997).

• 2000s: Modern deep learning such as Launch of ImageNet 2009 (Deng et al., 2009),
AlexNet 2012: A convolutional neural network designed by Alex Krizhevsky (Krizhevsky
et al., 2012).

• 2014: GAN (Generative Adversarial Networks): Ian Goodfellow and his colleagues de-
scribe the first working implementation of a generative model based on adversarial net-
works (Denton et al., 2015).

• 2016: Google’s AlphaGo: AlphaGo developed by DeepMind 1 and it is the first computer
program that defeats a professional human player in Go game.

1https://deepmind.com/
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2.3 Machine Learning

Can Machines Think ? This question was asked by mathematician scientist Alan Turing
in his paper "Computing Machinery and Intelligence" in 1950. To answer this question, Turing
proposed the first definition of Artificial Intelligence (AI) which is known as the Turing test
(Imitation Game). This test includes a machine and a human person that an examiner asks
them questions with each of them is placed in a separate room. If the examiner is unable
to distinguish between the human’s answer and the machine’s answer, then we say that the
machine has passed the test. The Turing test is a strong demonstration that the machine
possesses artificial intelligence, and his proposal has been widely influenced in computer sci-
ences, cognitive sciences, and philosophical communities for more than 50 years (Turing, 2009;
Machinery, 1950).

"Artificial intelligence is a set of algorithms and intelligence to try to mimic human intel-
ligence. Machine learning is one of them, and deep learning is one of those machine learning
techniques." Frank Chen (Chen, 2016). This is illustrated in the Figure 2.1.

Figure 2.1: AI / ML / DL 2

2.3.1 Definition
"Machine Learning (ML) is a field of study that gives computers the ability to learn without

being explicitly programmed" Arthur Samuel (Samuel, 1959).

ML is a vast field that studies the technology of constructing a model (algorithms) that allow
computers to possess the learning feature without programming the rules for each problem,

2Introduction to Deep Learning MIT 6.S191 Alexander Amini January 28, 2019
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where these model rely on a set of data to extract the rules that make them able to learn and
predict in the future.

2.3.2 Machine Learning Types
Depending on the type of problem and according to input and output data, learning can be

divided into different types as shown in Figure 2.2 :

• Supervised Learning: Supervised learning is a learning technique that uses labeled
data, so the environment has a set of corresponding inputs and outputs (x, y) and it
learns from this data in order to predict for a new input X its output Y (Alom et al.,
2019). Supervised learning includes two tasks :

1. Regression: If the prediction is continuous values (quantitative), the output takes
continuous values, for example predicting house prices. The most famous algorithm
is Linear regression.

2. Classification: If the prediction is discrete values or classes (qualitative), the out-
put takes class labels, for example, the classification of email as spam or not spam.
The most famous algorithm is SVM (Support Vector Machine) (Cortes and Vapnik,
1995).

• Unsupervised Learning : Unsupervised learning technique uses unlabeled data. In this
case, the algorithm learns the internal representation or important features to discover
relationships or structure within the input data (Alom et al., 2019) we present here only
two parts of this class:

1. Clustering: This task is based on dividing data into groups so that the data
are similar within each cluster and dissimilar from the other. The most famous
clustering algorithms is K-means.

2. Dimensionality Reduction: The aim of this task is to reduce the complexity/size
of the data by reducing their dimensions while trying to maintain important one’s
dimensions. PCA (Principal Component Analysis) is the most famous algorithm.

• Reinforcement Learning: Reinforcement learning is the training of machine learning
models to make a sequence of decisions, it is guided by the environment in the form of
rewards or penalties given according to the error made during learning. The most famous
algorithm is Q-Learning (Watkins, 1989).
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Machine Learning

Reinforcement
Learning

Supervised
Learning

Regression Classification

Unsupervised
Learning

Clustering
Dimensionality

Reduction

Figure 2.2: Machine learning tasks

2.3.3 Machine Learning Application
Machine learning used in many domains, among which we mention:

• Image recognition (face detection, character recognition).

• NLP Natural Language Processing (word prediction, top modeling).

• Speech Recognition.

• Medical diagnosis (anomaly identification in medical images).

• Information extraction.

• Big data visualization.

• Real-time decision and Robot navigation.

2.4 Neural Network

"A neural network is an interconnected assembly of simple processing elements, units or
nodes, whose functionality is loosely based on the animal neuron. The processing ability of the
network is stored in the inter-unit connection strengths, or weights, obtained by a process of
adaptation to, or learning from, a set of training patterns" (Gurney, 1997).

2.4.1 Biological Neuron
The human brain is the most complicated organ in the human body due to its tremendous

ability to perceive the outside world and to learn. The foundational unit of the human brain is
the neuron (Silva et al., 2017). This unit is divided into three main parts as shown in Figure
2.3a.
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1. Dendrites: consist of a group of thin extensions and are intended to receive stimuli
(information) from many other neurons.

2. Cell body (also known as “soma”): is the part responsible for producing the activation
by processing all the information that comes from the dendrites, and it contains a group
of organelles (nucleus, lysosome, centriole,..).

3. Axon: its mission is to direct stimulation to other neurons via synaptic terminals.

Synapses are bonds that enable the transfer of stimuli from a particular neuron to the
dendrites of other neurons. In order to simulate the human learning mechanism and make the
machine able to learn. Artificial neural networks are designed.

2.4.2 Artificial Neuron
Artificial neural networks are popular machine learning techniques that simulate the mech-

anism of biological learning, where each neuron from a network can be implemented as shown
in Figure 2.3b (Da Silva et al., 2017), its parameters are:

1. Input connections (inputs): is a vector (a1, a2, ...., an) with weights (w1, w2, ...., wn), each
input is multiplied by its weight.

2. Pre-activation function z: is a summation function that sums weights after multiplies each
of input by their own associated weight, with the addition of the bias b (used to adjust
the output along with the weighted sum of the inputs to the neuron); z =

∑n
1 aiwi + b.

3. Activation function g: transforms the pre-activation; g(z).

4. Output: output the final activation; aout = g(z).

(a) Biological Neuron (b) Artificial Neuron

Figure 2.3: Biological neuron vs Artificial neuron
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Activation Functions

Are nonlinear mathematical functions that calculate the level of neuron activation. The
function is chosen according to the problem and outputs, we list the most popular activation
function:

• Sigmoid: Normalizes the output of each neuron, its output value is in the range [0,1].

g(z) =
1

1 + e−z
(2.1)

• Rectified Linear Unit (ReLU): It’s gives 0 if it receives a negative input, and returns
the same positive value x otherwise.

g(z) = max(z, 0) (2.2)

• Hyperbolic Tangent (TanH): Normalizes the output of each neuron, its output value
is in the range [-1,1].

g(z) =
1− e−2z

1 + e−2z
(2.3)

• Softmax: Used when outputs are multi class (multi-classification) and its output value
is in the range [0,1]

g(zi) =
ezi∑n
j=0 e

zj
, i = 1, 2, 3, .., n (2.4)

(a) Sigmoid (b) ReLU (c) TanH

Figure 2.4: Activation functions

2.4.3 Architectures of ANN
The basic architecture of an artificial neural network consists of three basic parts (named

layers) (NUNES and DA SILVA, 2018):

• Input layer: it is the first layer responsible for receiving information (data) from the
external environment.
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• Hidden (intermediate or invisible) layers: these layers perform most of the basic work in
a network. The layers are made up of neurons responsible for excreting features.

• Output layer: after processing with neurons in the previous layers, this layer produces
and delivers the final network outputs.

The main architectures of the ANN are divided into two parts (Silva et al., 2017):

Feedforward Architectures: This architecture is called feedforward because information
flows always in one direction which is from the input layer to the output layer (no feedback
connections). It has two types:

• Single-Layer Architecture: This artificial neural network consists of the input layer
and the output layer and is usually in linear filtering problem. This network is illustrated
in Figure 2.5a.

• Multiple-Layer Architecture: This artificial neural network consists of the input layer
and a number of hidden layers (one or more) and the output layer and is usually used in
pattern classification and optimization. Figure 2.5b illustrates this network.

(a) Single-Layer architecture

(b) Multiple-Layer architecture

Figure 2.5: Feedforward architectures

Among the main network types belonging to feedforward architecture, we find Multilayer
Perceptron Networks (MLP). Each perceptron in the first layer (the input layer), sends outputs
to all the perceptrons in the second layer (the hidden layer), and all perceptrons in the second
layer send outputs to the final layer (the output layer).

Feedback (Recurrent) Architectures: In this architecture as shown in Figure 2.6, the
outputs of the neurons are used as feedback inputs for other neurons, this feature makes the
network able to dynamically process the information, it also features the ability to maintain
relationships and to store information. So it is used in time series prediction, system identifi-
cation, and optimization.

11



Chapter 2. Artificial Intelligence to Deep Learning 2.4. Neural Network Learning

Figure 2.6: Feedback architecture

2.4.4 Neural Network Learning
One of the most important features of an artificial neural network is its ability to learn.

Neural network learning divided into two types (Brabazon et al., 2015):

1. Supervised Learning: This type of learning is based on inputs with their correct outputs.
The neural network is trained by improving the values of the weights in order to reach the
appropriate weights, to be able to produce the output with the required accuracy corre-
sponding to the input, and that makes it able to produce the correct outputs for any new
input. This type of learning is based on a training algorithm called The Backpropagation
Algorithm.

2. Unsupervised Learning: This type of learning depends only on the inputs without their
correct outputs. The network works to find relationships that link these inputs and try
to classify them into similar categories by extracting distinct patterns for each category.
This enables the network to give output for the new input, depending on its patterns.

Backpropagation Algorithm

The backpropagation (BP) algorithm is one of the most popular learning algorithms in neural
networks. It’s short for the backward propagation of errors since the error is computed at the
output and distributed backward throughout the network’s layers. This is done through these
successive steps:

1. Forward-propagate: The first step of the backpropagation algorithm is to propagate the
inputs forward through the network layers towards the outputs, as shown in Figure 2.7,
ak is the output of the network, and to obtain it the pre-activation zl and activation al
applied for all layers l (index i with the input layer, index j with the hidden layer, and
index k with the output layer) by the equation 2.5.
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ak =

ak︷ ︸︸ ︷
gk(

zk︷ ︸︸ ︷
bk +

∑
j

gj (bj +
∑
i

aiwij)︸ ︷︷ ︸
zj︸ ︷︷ ︸

aj

wjk) (2.5)

Figure 2.7: Forward-propagate

2. Back-propagate: The second step of the algorithm is to calculate the error E between
the network output ak and the real output tk. This error calculates through a cost
function (this function can be as simple as MSE (mean squared error) or more complex
like cross-entropy).

E =
1

2

∑
k∈K

(ak − tk)
2 (2.6)

The error signal δ’ is calculated (δk for the output layer and δj for the hidden layer)
by the following equations (2.7, 2.8) to backpropagate it toward the input as shown in
Figure 2.8.

δk = g′k(zk)E
′(ak, tk) (2.7)

δj = g′j(zj)
∑
k

δkwjk (2.8)

Figure 2.8: Back-propagate

3. Calculate parameter gradient: The third step of the algorithm is to calculate the gradients
of the error function for weights in each layer using the forward signals al−1 (ai and aj)
and the backward error signals δl (δj and δk). And also for the biases.

∂E

∂wij

= aiδj (2.9)

∂E

∂bj
= bjδj (2.10)

∂E

∂wjk

= ajδk (2.11)

∂E

∂bk
= bkδk (2.12)
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4. Update parameters: The last step is to update all weights and biases using the gradients
calculated in the third step. With the learning rate parameter η. By the following
equations and as shown in Figure 2.11.

wij = wij − η(
∂E

∂wij

) (2.13)

bj = bj − η(
∂E

∂bj
) (2.14)

wjk = wjk − η(
∂E

∂wjk

) (2.15)

bk = bk − η(
∂E

∂bk
) (2.16)

Figure 2.11: Update parameters

These four steps are repeated until the network error reaches an acceptable low value.
At this point, we can say that the artificial neural network has been trained (Stansbury,
2014).

Practical Issues in Neural Network Training

To improve the performance of neural networks, we face many challenges, especially during
the training process (Aggarwal, 2018). The most important of them are:

Overfitting: The model is ideally predicted during training does not guarantee that it gives
ideal results during testing, especially for complex models and a small set of data. There is
often a gap between the training data and test data performance and this is the problem of
Overfitting or the generalization problem as shown in Figure 2.12. Among the signs of this
problem:

• When completely different data sets are used in the model training, this results in different
predictions each time for the same test data.

• The gap of prediction error between training data and test data.

Among the tricks that we can be used to avoid falling into the problem of Overfitting we
mention:
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• Penalty-based regularization: the idea is to implement a set of restrictions or establish a
penalty. It is the most used technique in neural networks in order to avoid overfitting.

• Dropout : a technique designed specifically for neural networks to reduce the overfitting
problem based on the selective dropping of nodes to create different neural networks.

• Early stopping : consists to stop the training at a specific point to avoid the gap between
the error during training and the test.

Underfitting: The counterpart of overfitting, this happens when the model does not learn
enough from the training data and becomes unable to predict correctly as shown in Figure
2.12.

In order to avoid this problem, one can :

• Add neuron layers or input parameters : adding input parameters into the model or adding
neuron layers helps to improve the model and generate better predictions.

• Reduce regularization parameter : by reducing bias, this helps to avoid underfitting.

• Increase the training time.

Figure 2.12: Overfitting vs Underfitting

The Bias-Variance Trade-Off: Is a way of analyzing a learning algorithm’s expected gen-
eralization error. It captures the trade-off between the power of a model and its performance
on limited data (Aggarwal, 2018). As shown in Figure 2.13 the basics of this concept are :

• Bias : It is the error caused by the predictions of the model and the correct value that
we tried to predict (underfitting when the model has high bias).

• Variance: is the error due to the amount of overfitting done during model generation
(overfitting when the model has high variance).
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Figure 2.13: Bias-Variance trade-Off

2.4.5 Advantages and Disadvantages

Advantages

Neural networks have many advantages among them (Lancashire et al., 2009):

• Solve non-linear problems: unlike traditional algorithms, neural networks can implicitly
detect complex nonlinear relationships between variables.

• Fault-tolerant: neural networks can deal with noisy or fuzzy information, as well as
incomplete data.

• Continuous Improvement: the network becomes more experienced and efficient in making
decisions when it trained more

Disadvantages

• Black Box: the most common disadvantage of the neural network is that it is a black box
so that it cannot be known how and why the neural network produced these outputs.

• Development Time: the development of neural networks is not a simple matter, especially
when trying to solve new problems not previously solved by neural networks.

• Amount of Data: the large amount of data required for the network learning process.
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2.5 Deep Learning

Due to the success of artificial neural networks in solving difficult problems in artificial
intelligence and their advantage via learning, they relied on them upon the emergence of deep
learning.

Deep learning is one of the most important branches of machine learning and its most
important features are:

• Depth: so that the term ’deep’ refers to the number of hidden layers that make up the
deep neural network and this is what distinguishes it from normal neural networks.

• Special ability to extract features: by processing a large amount of data without the
need for external intervention, unlike traditional machine learning algorithms as shown
in Figure 2.14.

Figure 2.14: Machine learning vs Deep learning

DL has witnessed great prosperity in recent years due to a combination of factors:

• Big data: it is one of the most important things that deep learning needs. Where
digitization led to the presence of a large amount of data, which has become easy to
access and use.

• GPU and cloud computing: Deep Learning (DL) relies on processing a large set of data,
which requires computers with high capabilities. Therefore, the increase in computing
power encouraged the use of deep learning.
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2.5.1 Convolutional Neural Network
Convolutional Neural Networks (CNNs) is a class of deep feedforward artificial neural net-

works inspired by the mechanism of visual perception of living creatures, that the neurons in
the visual cortex search for specific characteristics (Gu et al., 2018). CNNs are applied to
analyze visual images, such as image classification, object detection, and character recognition.
The most important thing that distinguishes it from neural networks is the convolutional layer,
which extracts features.

CNN Architecture

As shown in Figure 2.15, the structure of convolutional neural network divided into layers,
each with its own role.

Figure 2.15: CNN Architecture

• Convolutional Layer: It is the first and basic layer for CNN aims to extract the features
from the input image. So the convolution is a mathematical operation applied to input
data (input image pixels) using the convolution filter (kernel) to produce a features map
as illustrated in Figure 2.16.

Figure 2.16: Convolution operation
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Kernels: Also called filters (like the classic filters in image processing). Usually, kernels
are small in spatial dimensions (3×3) and applied to all pixels entered with certain strides.
These Kernels work for edge detection, sharpen, box blur, or Gaussian blur (Albawi et al.,
2017).

In order to optimize the outputs of the convolution layer. Three hyperparameters are
usually adjusted (O’Shea and Nash, 2015; Albawi et al., 2017).

– Depth: can be reduced by reducing the number of filters used in the convolution
operation.

– Stride: is the step taken to multiply with a filter. In order to reduce the amount of
overlapping, the stride should be incremented.

– Padding: it is a useful process to give more control over the output dimensions, by
zero-padding (padding the zeros in the border of the input) or valid padding (drop
part from the input and keep only the valid part).

• Activation Layer: This layer use the activation function ReLU. To enter the non-
linearity in the CNN and get rid of all negative values as shown in Figure 2.17.

Figure 2.17: Activation operation

• Pooling Layer: The goal of this layer is to reduce dimensions by minimizing the number
of parameters while preserving important ones. It is usually placed between two convo-
lutional layers (Albawi et al., 2017). Different types of pooling exist as shown in Figure
2.18:

– Max Pooling: take the maximum value in the pooling window and it is the most
common type.

– Average Pooling: take the average of values in the pooling window.
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Figure 2.18: Pooling types

• Flattening Layer: In this layer, the input size is transformed from shape (width, height,
depth) to a one-dimensional array. This is to take advantage of all layer information and
be ready to link to the artificial neural network shown in Figure 2.19. It is considered
the last step in extracting features.

Figure 2.19: Flattening

• Fully Connected Layer: This layer as shown in Figure 2.20, after the flattering the
one-dimensional array is fed it into an artificial neural network. This ANN is a fully
connected layer and it is the last layer in the network. Fully connected layer uses the
non-linear Softmax function to classify its outputs.

Figure 2.20: Fully connected layer

20



Chapter 2. Artificial Intelligence to Deep Learning 2.5. Recurrent Neural Network

2.5.2 Recurrent Neural Network
Recurrent Neural Networks (RNNs) are a class of neural networks that are used for se-

quence modeling such as Natural Language Processing (NLP) and speech processing applica-
tions (Pouyanfar et al., 2019).

For example, when we read a text, we don’t think of every word alone, but we understand
the sequence of words to get the meaning of the sentence. At the same time, we don’t forget
the meaning of what we had read. The ideas we absorbed remain in our memories to enable
us to understand the total meaning of paragraph (Alom et al., 2019). This is a typical case of
Recurrent Neural Networks (RNNs).

The cells in RNN store this previous information and use it in hidden state memory, which
performs a kind of saving of the inputs that passed before the current inputs. As the value
of the hidden state at any time moment is dependent on the value of the hidden state at the
previous moment and the inputs at the current moment as shown in Figure 2.21.

Figure 2.21: Recurrent neural network

The Architecture of Recurrent Neural Networks

We assume that an input sequence X is given by X = (x1, x2, ..xT ) with input weight matrix
W , and the hidden state vector H = (h1, h2...hT ) with input weight matrix U , and output
vector Y = (y1, y2...yT ). With activation function g. Were b is a bias term (Kim et al., 2016;
Alom et al., 2019). As shown in Figure 2.22 the simple RNN has two versions to calculate H
and Y , with t = 1 to T as follows:
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Elman network (Elman, 1990): An Elman network is a MLP. That bases outputs from
the hidden layers as an input with the normal input.

ht = g(Wxxt + Uhht−1 + bh) (2.17)

yt = Wyht + by (2.18)

Jordan network (Jordan, 1997): A Jordan network is a MLP. That using the outputs
from the output layers as an input with the normal input.

ht = g(Wxxt + Uhyt−1 + bh) (2.19)

yt = Wyht + by (2.20)

Figure 2.22: Elman architecture / Jordan architecture

The Challenges of Training Recurrent Networks

The architecture of Recurrent Neural Networks (RNNs) makes them very hard to train,
especially if the input sequence is long (Aggarwal, 2018). The error gradient calculate to
update the network weights, in RNNs two problems can occur (Pascanu et al., 2013):

• Exploding Gradient : When those gradients accumulate during an update, the result will
be very large.

• Vanishing Gradients : When those gradients are small or zero, it will easily vanish.

In order to address these problems, a set of solutions has been proposed, the most important
of these effective solutions:
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Long Short Term Memory (LSTM): Proposed by Hochreiter and Schmidhuber in 1997.
Designed to solve the Vanishing Gradient problem, It’s a type of recurrent neural network when
the recurrent hidden layer is replaced by LSTM cell (Kim et al., 2016) as shown in Figure 2.23.

Figure 2.23: LSTM cell

The most important differences that distinguishes LSTM from RNN are:

• Cell Memory Ct: In order to generate the cell memory Ct, the LSTM works on the cell
memory Ct−1 of the previous stage, and it is used to create the next hidden state ht.

• Gates in LSTM:

– The input gate(it): Decides the necessary inputs.

it = σ(Wi.[ht−1, xt] + bi) (2.21)

– The forget gate(ft): Calculates the previous memory important ratio.

ft = σ(Wf .[ht−1, xt] + bf ) (2.22)

– The output gate (ot): Determines whether memory cell activate or not.

ot = σ(Wo.[ht−1, xt] + bo) (2.23)

Update Cell Memory Value Ct and Hidden State vector ht:

Ct = ftct−1 + it tanh(Wc.[hc−1, xt] + bc) (2.24)

ht = ot tanh(Ct) (2.25)
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Wci , Wcf and Wco are denoted weight matrices for peephole connections, and σ is the
logistic sigmoid function.

BLSTM Bidirectional recurrent neural networks (RNN) are putting two independent RNNs
together. The input sequence is fed in normal time order for one network, and in reverse time
order for another.

Gated Recurrent Units (GRUs): GRU can be considered as a simplification of the
LSTM (Alom et al., 2019). The main difference from LSTM is that GRU does not have a cell
memory state ct. Instead, it uses the Update Gate zt and the Reset Gate rt as shown in Figure
2.24 by the following equations:

• The Update Gate zt:
zt = σ(Wz[ht−1, xt]) (2.26)

• The Reset Gate rt:
rt = σ(Wr[ht−1, xt]) (2.27)

• Hidden State h̃t:
h̃t = tanh(W [rt ∗ ht−1, xt]) (2.28)

• The new Hidden State ht:

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t (2.29)

Figure 2.24: GRU
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2.5.3 Various Applications of Deep Learning
The applications of deep learning are endless and have covered various fields (Pouyanfar

et al., 2018), among which we mention:

Natural Language Processing

One of the most difficult computer challenges is to understand the human natural language,
due to its complexity and laborious structure. For this purpose, a set of algorithms and
techniques has been designed for typical NLP applications such as sentiment analysis, machine
translation, and paraphrase identification.

Visual Data Processing

One of the most important areas that have benefited from deep learning is the computer vi-
sion, especially the Convolutional Neural Network (CNN) as it showed great results in this field,
especially image classification, object detection, semantic segmentation, and video processing.

Speech and Audio Processing

Understanding human speech is one of the most important steps for an ideal human-computer
interaction. The audio processing process works on electrical or analog audio signals. This field
has many applications, including speech emotion recognition, speech enhancement, and music
classification.

2.6 Conclusion

This chapter mentioned basic concepts of machine learning, we focused particularly on neural
networks and concluded with deep learning. The rapid development in these areas and the
ability of the computer to process various data, and the emergence of computer programs of
negative use, it became necessary to establish a mechanism to distinguish between human and
machine, and this is what we will discuss in the next chapter.
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CHAPTER 3

TEXT-BASED CAPTCHA BREAKING

3.1 Introduction

None of us today can live without the Internet that most domains now depend on it (com-
merce, education, communications, etc.), often before benefit from Internet services for example
create an e-mail account we first have to pass a test. This test is a CAPTCHA, it’s used to
prevent the presence of fake accounts created by computer programs (bots) that can make
a negative impact on web sites. This test is designed so that a human can pass it, but the
machine cannot.

Depending on the weaknesses of machines, CAPTCHA is designed in several types (text,
image, audio, and video) in order to make it more difficult to break by bots. And the text-based
CAPTCHA is the most used compared to other types, due to its ease of use and low cost of
design.

In this chapter, we introduce firstly a brief history of CAPTCHA development followed by a
classification of CAPTCHA types. We secondly focus on the text-based CAPTCHA process.
In the last section, we report some main state-of-the-art methods on text-based CAPTCHA
breaking.
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3.2 Emergence

As we mentioned in the previous chapter, the term Artificial Intelligence (AI) is always
associated with the Turing test, considering that the Turing test is the first model of machine
intelligence (Machinery, 1950). The purpose of the Turing test was to explain the machine’s
ability to mimic some of the human behavior, which is linked with the intelligence (Brodić
and Amelio, 2019). In 1996 and in order to exclude bots from exploiting web services, Moni
Naor proposed to rely on Turing tests and on tasks that humans excel at performing than the
machine (Naor, 1996). These give rise later to the most types of CAPTCHA.

In 1997, the Alta Vista website needed to prevent the automatic submission of URLs. For
this purpose a scheme was developed by Andrei Broder and his colleagues at the DEC System
Research Center1. Their scheme was an image of characters specially designed so that it would
not be recognized by automatic vision systems but it is easily recognized by humans (Lillibridge
et al., 2001).

In September 2000, there was a challenge between Audie Manber (Chief Scientist at Yahoo!)
and Professor Manuel Blum and his students in Carnegie of Mellon University to design a
“reverse Turing test” to prevent bots from registering for services of mail, mailbox, Yahoo chat
room, etc. (Baird and Popat, 2002). It is a modified Turing test, which differs in that an
examiner is a machine and the test provides a distinction between machine and humans rather
than a machine intelligence test (Baird et al., 2003).

In January 2002, Prof. Baird, H. S., Popat, K. launched the first workshop about ‘Human
Interactive Proofs’ (HIPs), so that everything related to CAPTCHA test was discussed (Baird
and Popat, 2002). HIPs are a set of challenge/response protocols for authenticate the human
(vs. machine), herself (vs. anyone else), an adult (vs. child) (Brodić and Amelio, 2019)
through a set of discrimination-based tests. The most important is the distinction between
human actions and machine activities.

After these years, most institutions and companies that rely on web services began to add or
design their CAPTCHA test to their websites to protect from malicious exploitation by bots.

3.3 Definition and Characteristics

The term CAPTCHA for (Completely Automated Public Turing test to tell Computers and
Humans Apart) was coined in 2000 by Luis von Ahn, Manuel Blum, Nicholas Hopper, and John

1The Systems Research Center was a research lab that was created by Digital Equipment Corporation (DEC)
in 1984, in Palo Alto, California.
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Langford of Carnegie Mellon University (M. Blum and Langford, 2000), they also provided the
first definition of the CAPTCHA as "a CAPTCHA is a program that protects websites against
bots by generating and grading tests that humans can pass but current computer programs
cannot". It was also defined as a class of Human Interactive Proofs (HIPs) (Baird and Popat,
2002) and a reverse Turing test (Baird et al., 2003).

To evaluate any CAPTCHA, a group of scientists from Carnegie Mellon University (M. Blum
and Langford, 2000), Microsoft Research (Rui and Liu, 2004) and the Palo Alto Research Center
(Baird and Popat, 2002) presented the most important characteristics that must be included
in a CAPTCHA:

• Accessibility: Should be available to everyone, it should be as independent as possible
from the user’s language, age, and educational background.

• Automated: "Completely Automated" in the term CAPTCHA means the machine
must be able to generate the test, but it cannot solve it.

• Easy for humans: Should be solved easily and quickly (take no more than 30 seconds)
by human users. The human success rate in solving the CAPTCHA test should be 90%
or higher (Bursztein et al., 2011).

• Hard for machines: Should be based on a hard artificial intelligence problem where
the best current techniques find it difficult to solve by machines. The computer’s pass
rate for a CAPTCHA test must be 1% or lower (Bursztein et al., 2011).

• Open: "Public" in the term CAPTCHA means that the database(s) and algorithm(s)
used to generate the test must be public.

3.4 CAPTCHA Classification

The CAPTCHA test is designed in several formats such as text, image, video, etc. So it was
classified on the basis of its design.

3.4.1 Linguistic CAPTCHAs
The designers of this type of CAPTCHA relied on that machines confront a problem with

Natural Language Processing (NLP) tasks such as understanding the content of a text. Lin-
guistic CAPTCHA appears as plain text on the web page and the user must understand the
text content to solve this test (Kluever, 2008). Among Linguistic CAPTCHA tests, we found
knock-knock and SS-CAPTCHA.
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knock-knock CAPTCHA (Ximenes et al., 2006) is a linguistic CAPTCHA presented in 2006
based on knock-knock jokes, so the user should find the real joke among fake jokes as shown
in Figure 3.1.

SS-CAPTCHA (Yamamoto et al., 2010) is a test that shows a set of real and fake sentences
that have been automatically created (they relied on google translate to create these sentences)
and asks the user to determine the real sentences as shown in Figure 3.2.

Figure 3.1: knock-knock CAPTCHA (Ximenes et al., 2006)

Figure 3.2: SS-CAPTCHA(Yamamoto et al., 2010)

3.4.2 Text-based CAPTCHAs
This type of CAPTCHA is also categorized as OCR-Based Methods (Yadava et al., 2011;

Shirali-Shahreza and Shirali-Shahreza, 2008) since its design relies on OCR 2 programs vulnera-
bilities. Text-based CAPTCHA is an image that contains a combination of distorted characters

2Optical Character Recognition (OCR) is the electronic or mechanical conversion of images of typed, hand-
written, or printed text into machine-encoded text.
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that the user is asked to recognize and enter to pass the test. It is one of the most common
types of CAPTCHA due to its easy design (Tang et al., 2018) which led to the presence of
many designs.

• English Text CAPTCHAs, since English is a universal language, we find that the
most used type of text-based CAPTCHA is those which depend on the English characters.

PessimalPrint (Baird et al., 2003): Also called "reverse Turing test", their design relied
on the fact that low-quality words were indistinguishable by the machine. They chose 70
natural English words that they thought were difficult to recognize by OCR programs,
and apply distortion mechanisms to decrease their quality as shown in Figure 3.3a.

ReCAPTCHA (Von Ahn et al., 2008): In their test, they use words found in ancient and
historical printed texts, due to the difficulty of recognizing them through OCR programs
and they added a little of deformation as shown in Figure 3.3b.

ScatterType (Baird et al., 2005): It uses about 15,000 meaningless English words
randomly generated and 100 font types, cutting and scattering operations are applied to
make it more difficult as shown in Figure 3.3c.

(a) PessimalPrint (b) ReCAPTCHA (c) ScatterType

Figure 3.3: English text CAPTCHAs

• Non-English Text CAPTCHAs, due to a large number of attacks on the CAPTCHA
designed by the English characters, a group of CAPTCHA based on different languages
are designed (Roshanbin and Miller, 2013):

Arabic CAPTCHA (Khan et al., 2013): In their design, the authors benefit from the
natural characteristics of the Arabic language (number and position of dots, overlap of
words, diacritics) these make it difficult to distinguish by OCR programs with distortion
added as well to make it more difficult as shown in Figure 3.4a.

In DavaCAPTCHA (Yalamanchili and Rao, 2011): This CAPTCHA design based on a
writing script called "Devanagari" that is used to write the Hindi language for its difficult
natural characteristics (position of the strips, overlap of words) as shown in Figure 3.4b.
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Chinese CAPTCHA (Wang and Bøegh, 2013) : One of the most famous languages
that contain a large number of letters (3755 characters) is Chinese (Tang et al., 2018),
and this is what makes the solution space bigger. The designers of this CAPTCHA relied
on creating random words from Chinese characters and application of deformations and
Multi-layer mechanisms to make it stronger as shown in Figure 3.4c.

(a) Arabic CAPTCHA (b) DavaCAPTCHA (c) Chinese CAPTCHA

Figure 3.4: Non-English text CAPTCHAs

• Handwritten Text CAPTCHAs, identify handwriting was considered a challenge
for the machine, and this made them take advantage of this weakness to establish new
handwriting based CAPTCHA (Rusu and Govindaraju, 2005). Many of these types were
designed, among them we mention the following works:

The authors of (Rusu et al., 2010) rely on the Gestalt laws of perception (Koffka,
1935) and Geon theory (Biederman, 1987) which state that humans are able to recognize
distorted images and create a complete picture of the partial information "grouping idea"
and the change in shape, size, or position of the organism does not affect its identification
potential by humans. An example of this type is shown in Figure 3.5.

Figure 3.5: Handwritten text CAPTCHAs (Rusu et al., 2010)

To increase the security and stiffness of the text-based CAPTCHA and make it unbreakable
by bots, it was strengthened by a set of resistance mechanisms. But this made it harder
even for humans, which led to user dissatisfaction. This led to the emergence of image-based
CAPTCHA.
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3.4.3 Image-based CAPTCHAs
Chew and Tygar from the University of California proposed the problem of understand-

ing the image semantic and object detection by machine (Kluever, 2008), which led them
to image-based CAPTCHAs. This type of CAPTCHA depends on a set of images that are
often meaningful this type of CAPTCHA has been successful and used in many forms and
is still being used until now, among the most famous forms we mention: object detecting
image-CAPTCHAs and subject detecting image-CAPTCHAs.

• Object Detecting Image-CAPTCHAs, in order to exploit the problem of the ma-
chine in object detection, this test displays a set of images and asks the user to discover
one of the objects among the displayed ones. Below are some works in this class.

ARTiFACIAL (Rui and Liu, 2004): Relies on the human face as the most common
thing for human users, so that the user must find the human face by clicking on 6 points,
4 corners of the eyes, and two corners of the mouth as shown in Figure 3.6a.

ASIRRA CAPTCHA (Elson et al., 2007): This CAPTCHA is based on a collage of
images of dogs and cats the user must specify the images of cats as shown in Figure 3.6b.

Collage CAPTCHA (Shirali-Shahreza and Shirali-Shahreza, 2007a): It randomly dis-
plays a set of images of objects with little rotation and asks the user to select an object
as shown in Figure 3.6c.

(a) ARTiFACIAL (b) ASIRRA CAPTCHA (c) Collage CAPTCHA

Figure 3.6: Object detecting image-CAPTCHAs

• Subject Detecting Image-CAPTCHAs, it is also based on a set of images, but this
time the user must know the subject that combines these images, such as:

The Naming CAPTCHA (Chew and Tygar, 2004): This CAPTCHA is based on 6
images, so the user must type the term describing these images, this is illustrated in
Figure 3.7a.
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The Anomaly CAPTCHA (Chew and Tygar, 2004): The user must select the image
with the subject different from among the 6 images presented to him, this illustrated in
Figure 3.7b.

(a) Naming CAPTCHA (b) Anomaly CAPTCHA

Figure 3.7: Subject detecting image-CAPTCHAs

After the text-based CAPTCHA, the most common type of CAPTCHA that is used nowa-
days is the image-based CAPTCHA. To support it and make it respect the principle of avail-
ability to all. It has been augmented by a set of features, among them audibility.

3.4.4 Audio and video-based CAPTCHAs
Humans are distinguished by their high perception of speech compared to the machine even

if it is in a noisy environment (Chan, 2003) where this gap was exploited in the design of
audio-based CAPTCHAs. One of the most important features of this type of CAPTCHA
is the ability of the person with visual impairment to use it so that it can be considered a
complement to the CAPTCHAs that we have previously mentioned (Singh and Pal, 2014).

Audio reCAPTCHA (Chew and Tygar, 2004): Its idea is to create a short phrase that mostly
contains a set of randomly chosen numbers and words and convert them into audio clips with
the addition of noise to make them more difficult. The user is asked to enter the words in the
audio clip as shown in Figure 3.8a.

CAPTCHA for illiterate people (Shirali-Shahreza and Shirali-Shahreza, 2007b): This is an-
other example of an audio CAPTCHA where a set of images is displayed and the user is asked
(by speech) to click on one of these images. It is considered one of the easiest CAPTCHA tests
to be used even by illiterate people and young children as shown in figure 3.8b.

Video-based CAPTCHA (Kluever, 2008): Depending on machine weakness on video classifi-
cation. In this kind of CAPTCHA, the video provides information to the user (Singh and Pal,
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2014). After watching the video, the user must describe it with three words in order to pass
the CAPTCHA. An example of this is shown in Figure 3.8c.

(a) Audio reCAPTCHA (b) Audio CAPTCHA

(c) Video CAPTCHA

Figure 3.8: Audio and Video-based CAPTCHAs

There are other types of CAPTCHA that differ from the previously mentioned so that they
are designed to be more difficult to break, we mention :

• Game-based CAPTCHAs: Depending on the interactive intelligence that distinguishes
the human, a group of game-based CAPTCHAs are designed (Zhang, 2010). The de-
signers of this CAPTCHA as shown in Figure 3.9a asks the user to place the specified
numbers on the right side.

• No CAPTCHA ReCAPCHA: Also known "Checkbox ReCAPTCHA" offered by Google3

and it is the most widely used CAPTCHA service. A request sent to Google when the
user clicks in the checkbox that contains (website key (obtained when registering with
reCaptcha), a cookie for google.com, and information generated by the tool’s browser
checks). This request analyze by the advanced risk analysis system. if the system con-
siders the user has a high reputation, the challenge will consider being solved, if not the
system decides what type of CAPTCHA challenge will be presented to the user (text-
based ReCAPTCHA or image-based ReCAPTCHA) (Sivakorn et al., 2016).

(a) Zhang’s CAPTCHA (b) Checkbox reCAPTCHA

Figure 3.9: Zhang’s CAPTCHA and Checkbox reCAPTCHA

3https://security.googleblog.com/2014/12/are-you-robot-introducing-no-captcha.html
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3.5 CAPTCHA Generation

In this section of our work, due to the many types of CAPTCHAs, we focus on the most
used and most common types: Text-based CAPTCHA.

3.5.1 Text-based CAPTCHA Generation
Although it is not possible to find an algorithm or a general method for generating text-based

CAPTCHAs, it is possible to observe a group of steps that have been followed most of the time
and those can be changed slightly or added other steps (Banday and Shah, 2011). These steps
are:

1. Often, the first step is to create an image that contains the CAPTCHA text with the
appropriate dimensions.

2. Set the background of the image. The background of the image can be varied according
to the resistance mechanism used (distorted or simple background).

3. Characters or words are randomly selected to create CAPTCHA text, from a previously
chosen set by considering certain characteristics (often the difficulty to recognize by OCR
soft wares). The majority use English alphabets and Arabic numbers but this does not
prevent the presence of text dependent on other languages such as Arabic, Chinese or
Indian, etc.

4. Choose the type, size, and color of the font used and apply a set of distortions. Also, the
more fonts used each time, the stronger the CAPTCHA text will be. After that place
the CAPTCHA text on the previously created image.

5. Finally, resistance mechanisms are applied to the image to make it more solid and un-
breakable.

3.5.2 Resistance Mechanisms
One of the most important features of the CAPTCHA is the hardness to solve by machines.

In order to achieve that, it has been strengthened with the following techniques :

Segmentation Resistance

Segmentation resistance mechanisms are often used in the text-based CAPTCHA so that the
characters that make up the test are combined with a set of distortions to make them difficult
to divide by OCR programs while trying to keep it easy to solve by humans (Tang et al., 2018;
Roshanbin and Miller, 2013; Chellapilla et al., 2005). In the table 3.1 below, we mentioned
some of these mechanisms.
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Table 3.1: Segmentation Resistances (Tang et al., 2018; Roshanbin and Miller, 2013; Chellapilla
et al., 2005)

Mechanism Description Example

Noise Arcs
Adding arcs to the CAPTCHA text,

the arcs can be thin or thick.

Fragmentation
Creating spaces in characters by

splitting it vertically or horizontally.

Overlapping
Removing the space between

characters.

Complicated
Background

Adding images to the background of
the test.

Warp and
Rotation

Rotating and twisting characters
randomly.

Hollow Scheme
Relying on the contour lines only to

write the characters.

Two-Layer
Structure

Two vertical | horizontal layers of
normal CAPTCHA.

Recognition Resistance

After locating the letters (in the correct order), comes the problem of recognizing them. To
make the recognize more difficult a set of mechanisms were applied (Chellapilla et al., 2005;
Roshanbin and Miller, 2013).

• Using different fonts: by using a new font every time.

• Make characters different in size, angle, width, and location.

• Make it impossible to distinguish a character by counting its pixels: by making all char-
acters contain the same number of pixels.

• Using random strings instead of word: by using words that are not in the language but
rather were created randomly.

• Using a large database: by using a large set of characters that make up the test.
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Other Mechanisms

Many other mechanisms are also used to boost the resistance of a CAPTCHA such as
limiting the test time or the number of attempts, revealing the IP addresses that provide
incorrect answers, use the tests that require human interaction usually similar to the game,
using 3D images or structures, etc. (Roshanbin and Miller, 2013).

All these resistances were added, whether against segmentation or recognition in the context
of improving the solidity of CAPTCHAs, which made breaking it a challenge.

3.6 Text-based CAPTCHA Breaking

The most common type of CAPTCHA that has been attacked or broken is the text-based
CAPTCHA, so we find that most of the breakage techniques were designed to attack this type
using traditional methods until machine learning and deep learning techniques.

In order to break any text-based CAPTCHA, we must go through steps as shown in Figure
3.10, The most important step is recognition, while the rest of the steps can be considered as
supportive steps (Chen et al., 2017; Bursztein et al., 2011; Roshanbin and Miller, 2013).

Input Image

Prepossessing

Segmentation Single character? Combination

Recognition

RedundancyPostprocessing

Output

Yes
No

No
Yes

Yes
No

Figure 3.10: Text-CAPTCHA breaking process (Chen et al., 2017)
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3.6.1 Preprocessing
This step can be considered as a preparation for the following two steps (segmentation or

recognition). The focus is to make the text-based CAPTCHA image as clear as possible, by
applying the following procedures:

• Image Binarization: This technique is used to remove distorted background and noise
from the image, by converting the image to black and white using the threshold (Chen
et al., 2017), Sauvola and Pietikainen’s method (Sauvola and Pietikäinen, 2000) or Otsu’s
(Otsu, 1979) are used for this purpose.

• Image Thinning: It is considered one of the most prominent methods used in Pre-
processing to analyze any image. It also plays an important role in image analysis and
pattern recognition. Thinning consists of reducing a thick object in the image into a thin
skeleton (Ben Boudaoud et al., 2015). The ZS algorithm (Zhang and Suen, 1984) is used
for this purpose.

• Image Denoising: Often a group of arcs and lines are added to reinforce the CAPTCHA
test against breakage, so to eliminate this noise a group of denoising methods is used.
Using filters, Gibbs and Hough transform and Wavelet transforms (Chen et al., 2017).

3.6.2 Segmentation
CAPTCHA attackers often resort to the segmentation before the recognition step to break

it, segmentation is one of the most important supportive steps especially when CAPTCHA is
supported by segmentation resistance (overlapping, hollow, etc.). However, find some methods
that do not use segmentation in breaking the CAPTCHA (Chen et al., 2017; Zhang et al.,
2019). So there are two categories:

Text-Based CAPTCHA Breaking Methods Based on Segmentation

These methods rely on segmentation as a basic step in breaking CAPTCHAs. A set of
techniques and methods are used for this propose. The aim of it is to obtain individual
characters, it varies from CAPTCHA to another according to its segmentation resistance.
From these methods we mention:

• Methods based on single (individual) characters: segment a CAPTCHA image to indi-
vidual characters using a combination of techniques (Zhang et al., 2019; Chen et al.,
2017) based on:

– Character projection: An effective method to segment non-overlapping characters.
That by the character projection histogram (the projection can be vertical and
horizontal)
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– Character width: A limited method that is only used when characters are of equal
width and uniformly distributed.

– Character feature: Segmentation based on the inside and outside features of char-
acters, such as (dot (i, j), circle (a, b, d, e, g, o, p, q), cross (t, f)).

– Character contour: The appropriate segmentation lines are determined based on
analyzing geometric features of character contours.

• Methods based on character components: Instead of producing individual characters,
these methods produce multiple character components based on:

– Character Structure: based on the structural features of the characters, often relies
on color filling to discover the shared character components.

– Filter: Using Log-Gabor filters to extract character components, it is appropriate
for a wide range of text-based CAPTCHAs.

Combination

In contrast to the individually segmented characters, which are directly recognized.
Character components need to combined to recognize later and this depends on two
techniques (Chen et al., 2017):

– Combination methods based on redundancy: This technique is used after using the
filter in the segmentation. This is by combining the output from the filter to generate
characters.

– Combination methods Based on non-redundancy: By using the boundaries of the
overlapping area (shared character components) to create a complete character.

Text-Based CAPTCHA Breaking Methods Based on Non-segmentation

With the increase in the use of segmentation resistances in text-based CAPTCHA. They
relied on methods that depend on direct recognition without need for segmentation by using a
set of techniques, this is what we will discuss in next section.

3.6.3 Recognition
Character recognition is the most important stage in breaking a text-based CAPTCHA,

and it is divided into these categories (recognition methods based on matching algorithms,
recognition methods based on character feature, and recognition methods based on machine
learning and deep learning). In this part, we will try to mention some works in each category.
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Recognition Methods Based on Matching Algorithms

These algorithms depend on the similarity of the pixels between the characters, which is
based on:

• Template Matching : Template matching algorithm is traverse scanning the search area
within each pixel and regional matching calculation to find the optimal match point. In
(Dai et al., 2013), and after the pre-processing and extraction of characters they depended
on Template Matching Algorithm in the recognition with the aim of breaking 100 text-
based CAPTCHAs collected randomly from a game website (which are multi-font formats
and have adhesion and irregular tilt angle as shown in Figure 3.11) and they achieved a
recognition rate of 93%.

Figure 3.11: CAPTCHAs of a game website (Dai et al., 2013)

• The Shape Context : In (Mori and Malik, 2003), the authors developed a method based
on shape context matching that can identify words in the text-based CAPTCHA image.
The first step is to find the locations of characters. After that, match them to extract
candidate words and choose the most probable word. They broke EZGimpy and Gimpy
(CAPTCHAs used by Yahoo, examples of them are shown in the Figure 3.12) and get a
success rate of 92% and 33%, respectively, this method is robust to transform the image
it also provides sufficient information about the image but they didn’t take into account
the rotation of characters.

(a) EZ-Gimpy (b) Gimpy

Figure 3.12: EZ-Gimpy and Gimpy CAPTCHAs (Mori and Malik, 2003)

Recognition Methods Based on Character Feature

Text-based CAPTCHAs designs differ in their composing characters, whether in structural
or statistical features. So we find recognition methods based on:
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• Character Structural Feature: These methods are based on the characteristics of char-
acters such as (shape, number of loops, inflection point, and cross points). In (Gao
et al., 2014), they attacked Yahoo!, Baidu CAPTCHA, and reCAPTCHA (a group of
CAPTCHAs that use the principle to “connecting characters together (CCT)”), that by
using a set of methods that depend on the cut head and tail (CHT), the guide lines and
the loop principle as shown in Figure 3.13.

Figure 3.13: Guide lines and loop principle (Gao et al., 2014)

• Character Statistical Feature: Based on statistical characteristics of characters such as
(pixel feature and contour feature) to break the CAPTCHAs. In (Yan and El Ahmad,
2007) after segmentation and for recognition, the authors use the number of pixels "pixel-
count" for each letter (from A to Z) to recognize them and break the CAPTCHA. They
achieved a success rate higher than 90%.

Recognition Methods Based on Machine Learning

CAPTCHA tests have always been supported by recognition resistances that make them
unbreakable, especially with the standard methods mentioned above. Therefore, given the
sophistication of machine learning algorithms, breaking CAPTCHA is one of the challenges
that can be solved using machine learning by correctly classifying CAPTCHA characters (Chen
et al., 2017). As we mentioned previously, recognizing the characters of CAPTCHA using
machine learning is a classification problem, the most common methods used for this purpose
are Support Vector Machine (SVM), k-nearest neighbor (KNN), and Artificial Neural Network
(ANN).

In (Starostenko et al., 2015), the authors break reCAPTCHA 2011 and 2012 versions (shown
in Figure 3.14), after the pre-possessing and segmentation steps. The recognition step was
solved as a classification problem using Support Vector Machine (SVM), it is a supervised
machine learning algorithm used in classification. SVM separates classes via a hyperplane by
using a kernel function. They train 1000 reCAPTCHA images segmented, this model gets a
success of 31% for reCAPTCHA 2011 version and 56.3% for reCAPTCHA 2012 version. The
double characters (nn, vv, mm, etc.) and those are formed by thin double characters ( il, li,
ii, ll, it, ti, 11, etc.) was the reason to get this result. So they created additional classes for
these combinations. The addition of these classes has significantly improved the precision of
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the classification process. They got success of 82% for reCAPTCHA 2011 version and 95.5%
for reCHAPTCHA 2012 version.

Figure 3.14: reCAPTCHA 2011 and 2012 versions (Starostenko et al., 2015)

In (Gao et al., 2016), the authors attack CAPTCHAs deployed by the top 10 most popu-
lar websites (Google, Microsoft, Yahoo!) using two models of recognition k-nearest neighbor
(KNN) and convolutional neural network (CNN) in which KNN achieved higher success rates.

The Recognition step in (Baecher et al., 2010) was solved as a clustering problem by using K-
Means. This model was used for three different data set (shown in Figure 3.15). Finanzagentur
and Umweltpramie are data-set with 100 images, get a success rate of 70% and 68% respectively.
Sparda Bank has 330 images and get a success rate of 87%.

(a) Umweltpramie (b) Finanzagentur (c) Sparda Bank

Figure 3.15: Attacking text-CAPTCHAs (Baecher et al., 2010)

(Bostik and Klecka, 2018), compared four classification algorithms to recognize the characters
of CAPTCHA. ANN, SVM, KNN, and Decision tree. The CAPTCHA dataset that they used
is generated by a PHP script. ANN achieved the best success rate of 100%, SVM 98.80%,
KNN, and Decision tree get 98.99 %.

Through these works, we have seen that ML methods have given better results than the
standard methods, but are still limited in extracting the features and segmentation that the
recognition model is based on.

Recognition Methods Based on Deep Learning

We know that DL has achieved great success in simulating human ability and this facili-
tates the process of breaking the CAPTCHA. It was used in attempts to break text-based
CAPTCHA and achieved great success compared to traditional methods. In this section, we
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present two ways of breaking with DL. The first is similar to the previous techniques (standard
and using ML) is to pass through the segmentation stage and recognition of characters sepa-
rately. The second which is more practical, by use of the complete image of the CAPTCHA
Without the need for segmentation or pre-processing.
Convolutional neural networks (CNNs) is most deep learning technique using to break CAPTCHAs.
Where it is used in two ways, either to recognize characters after segmentation or to recognize
directly (without segmentation).

Among those who used CNN after the segmentation step (Wang et al., 2017), where they
trained CNN on images of the characters composing the CAPTCHA. The CAPTCHA image
that they use is shown in Figure 3.16 (contains Chinese and English characters with Arabic
numbers). They segment the CAPTCHA image to images of size 32x32 and rotate each
character from -50◦ to 50◦ to get more data. Their CNN contains four convolution layers and
two fully connected layers, the output layer contains 82 neurons (class) 10 for digits ’0’-’9’, 52
of for ’a’-’z’ and ’A’-’Z’, 10 of each for simplified and traditional Chinese digits. They achieved
rate of 85.72%.

Figure 3.16: Examples from (Wang et al., 2017) dataset CAPTCHAs

In (Karthik and Recasens, 2015), the authors utilized tow way to break Microsoft CAPTCHAs.
The first one is by using the template method with data set of 144 character images, they
achieved with this method an individual character success rate of 60%, with an overall CAPTCHA
success rate of 5,56%. The other by using a LeNet-5 CNN architecture (consists of three con-
volutional layers followed by three fully connected layers) and they added one extra layer to
create a deeper structure. Their CNN network learned by character images after segmenta-
tion of 600 CAPTCHAs, each image was divided into six equally distributed segments without
losing part of the target character, the recognition success was 57.05% for this method.

We also mention (Tang et al., 2018), after the preprocessing and segmentation, they propose
an attack based on CNN in recognition to determine what each single character is, and they
test their attack on the top 50 most popular text-based CAPTCHAs. CNN architecture is a
LeNet-5 with an extra convolutional layer which gets a success rate of 10.1% to 90%. They
also used three Chinese CAPTCHA as an example of CAPTCHA which is based on a large
character set and they archived success rates of 93.0%, 32.2% and 28.6%. They considered
their attack the beginning of the end of text-based CAPTCHAs.
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We note that the use of CNN in the recognition step only is similar to the use of one of the
traditional methods of ML. Despite its speed and good results, but using it to recognize the
word directly without segment the CAPTCHA image is more typical.

In (Hu et al., 2018), generated a data-set of CAPTCHA images with 5 characters contain
71000 images (50000 for training set, 20000 for validation set and test set include 1000) the
Figure 3.17 show some images that they generated. The network structure that they use
depends on the advantages of VGG-Net (convolutional neural network developed by Oxford
visual geometry group (Simonyan and Zisserman, 2014)) which deepens the convolutional layer
and reduces the size of the convolution kernel. The output layer contains 310 neurons each 62
neurons predicts a character, they defined a bijection θ(x) Equation 3.1 that maps a character
to numbers. They achieved recognition accuracy reached to 96.5%.

θ(x) =


0 ∼ 9, x =′ 0′ ∼′ 9′

10 ∼ 35, x =′ a′ ∼′ z′

36 ∼ 61, x =′ A′ ∼′ Z ′
(3.1)

Figure 3.17: CAPTCHAs generated by (Hu et al., 2018)

(Wang et al., 2019) also utilized CNN without the segmentation step they compare three
CNN architecture (ResNet50, DenseNet-121, and DFCR that they built), they applied this
architecture with three dataset (shown in Figure 3.18). 1st had a five-character CAPTCHA
composed of digits and English letters, 2nd composed the same character but four-character
with noise, the last dataset composed of Chinese characters, and one character rotated by 90◦.
Their result showed that DFCR has better recognition accuracy (reached to 99%).

(a) Dataset 1 (b) Dataset 2 (c) Dataset 3

Figure 3.18: Examples from (Wang et al., 2019) dataset
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The most of the attacks on text-CAPTCHA were limited to a specific type or group that
shares the same protection features. In (Ye et al., 2018) they provided a CAPTCHA attack
base on the Generative Adversarial Network (GAN). The first step of their approach is to
generate a large number of synthetic CAPTCHAs together with their labels (using a data
set of real CAPTCHAs contain 500 images), the next step is training the solver (CAPTCHA
breaker) that contain LeNet-5 CNN architecture by the set auto generated. They evaluate
their approach on 33 text CAPTCHA schemes at the same time they compared the results
with (Bursztein et al., 2011) and (George et al., 2017) their results were even better, and it
gets 100% success rate in some types.

Another DL technique used in (Wang et al., 2020), they combined residual network (ResNet)
and recurrent neural network (RNN 2.5.2) to recognize CAPTCHA characters. ResNet for
extracting the feature of CAPTCHA image and LSTM (2.5.2) converts the feature extracted
into a single text string. And to take the text strings of different lengths without segmentation
they utilized a spatial attention mechanism from (Wojna et al., 2017). They used also transfer
learning to reducing training time. This attack achieved a success rate over 90%.

We note that with the development of deep learning techniques, it became possible to break
a text-based CAPTCHAs without segmentation. In addition the possibility of breaking any
type of text-CAPTCHA (difference in the number of characters and distortion) with a single
model.

3.6.4 Post processing
Some result of the recognition step need post processing to get the final results (Chen et al.,

2017), there are the post-processing methods selection or rejection based.

Post-processing Methods Based on Selection

Often the previous steps result in extra individual characters and this requires optimization to
determine the final result, this strategy includes the local and the global optimization to select
the final recognition. Local optimization depends on the recognition confidence optimally of an
individual character, while the global optimization strives for the best results for all characters
in an image.

Post-processing Methods Based on Rejection

This strategy determines whether a candidate character recognition results should be rejected
or no, depending on multiple features such as confidence, string length, character spaces, and
the first and the last character of a string. This strategy is also key to ensuring the high
reliability of CAPTCHA recognition.
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3.7 Conclusion

In this chapter, we first provided an overview of CAPTCHA types. Later we focused on text-
based CAPTCHA, its generation, and the resistance mechanisms added to make it unbreakable.
In addition to the process and state-of-the-art in breaking this type from the standard methods
to the deep learning techniques that have achieved high rates in this field.
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CHAPTER 4

IMPLEMENTATION AND EXPERIMENT

4.1 Introduction

The aim of this chapter is an experimental study of an attempt to break a text-based
CAPTCHA based on deep learning using a convolutional recurrent neural network. the dataset
is generated with python CAPTCHA library where each image contain between four to seven
characters from the 26 upper case English alphabets.

After going through the segmentation of CAPTCHA image, convolutional neural networks
achieved good results in recognizing characters and breaking text-based CAPTCHA test. But
in our attempt, we try to break text-based CAPTCHA without the need for the segmentation
step using a model based on an End-to-End CRNN-CTC network used for handwriting and
text recognition.

We first introduce some details of the experiment: the dataset, the setup environment,
followed by the network architecture that we rely on. We conclude by discussing the obtained
result.
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4.2 Implementation setup

In this section, we will first introduce the dataset used in our experiment, then the environ-
ment setups that we worked on.

4.2.1 Dataset
We use python CAPTCHA library to generate our dataset. This library can generate audio

and image CAPTCHAs. It creates an image that contains a number of characters with different
colors and a little warp, rotation, overlapping sometimes and noise such as a number of dots,
arcs, and lines. That to make it simulate an unbreakable real text-based CAPTCHAs, resistant
to attacks.

• We first create a chart that contains the characters we would like to insert in the
CAPTCHA image. In this case, the upper case English alphabet is used as the charset.

• The CAPTCHA image is set to 128 pixels width and 32 pixels height.

• Each image contains betwean four to seven characters string randomly selected from the
charset.

As training dataset needs a large amount of data to construct the recognition model, more
then 8000 is set to the size of the training dataset and the size of the test dataset is set to
2672. Examples from our text-based CAPTCHA dataset are shown in Figure 4.1. The string
that the CAPTCHA contains is used as the image name, and the label for each CAPTCHA is
the image name without suffix (.jpg).

(a) SBGZH.jpg (b) ZNFP.jpg (c) YLDKVSN.jpg

Figure 4.1: Examples from our dataset.

Grayscale and normalization are applied to the CAPTCHA image dataset as preparation
to use it as input (X-train/X-test) to the network model. On the other hand, the labels are
encoded to use it as (Y-train/Y-test) to the network model.
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4.2.2 Environment
The implementation environment used in this experimentation is Google Colaboratory1

who offers a free Jupyter notebook environment, access powerful computing resources and
supports free GPU training acceleration. Google Colab allows us to write and execute arbitrary
python code through the browser and is especially well suited to machine learning and data
analysis.

For this experimentation, we use:

Python as a programming language. It is a high-level programming language that contains
libraries that facilitate the construction of machine learning and deep learning models.

GPU using GPU (Graphics Processing Unit) that is available in Google Colab to reduce
the time spent for calculating and speed up the model learning.

Libraries to build, train, and test our model we use the following libraries:

• TensorFlow 2.02: is an open source platform for machine learning and deep learning
developed by Google. It has a comprehensive list of tools and libraries that help to build
machine learning and deep learning applications.

• Keras3: is the high-level API of TensorFlow 2.0, an approachable, highly-productive
interface for solving machine learning problems, with a focus on modern deep learning.
It provides essential abstractions and building blocks for developing and shipping machine
learning solutions.

• NumPy4: is a scientific computing library. It provides comprehensive mathematical
functions with high level syntax that makes it accessible and versatile.

• OpenCV5: Open Source Computer Vision Library is library used for machine perception
and computer vision applications.

• Matplotlib6: is a comprehensive library for creating static, animated, and interactive
visualizations in Python.

1https://research.google.com/colaboratory
2www.tensorflow.org
3https://keras.io
4www.numpy.org
5www.opencv.or
6https://matplotlib.org/
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4.3 Network architecture

According to the following works: text line recognition in natural scenes (Tong et al., 2019)
handwriting text recognition (Jaramillo et al., 2018) and text recognition (Baek et al., 2019),
as they depend on End-to-End CRNN-CTC Network as shown in Figure 4.2 in their experi-
ments and they achieved good results. This encouraged us to use it to break the text-based
CAPTCHA.

Figure 4.2: CRNN-CTC Network

The network structure combining CNN, RNN, and Connectionist Temporal Classification
(CTC). As shown in Figure 4.3, the network can be divided into three parts from left to right:
convolutional layers, recurrent layers, and transcription layer. The beginning of the entire
network is the convolutional neural network layers. The CNNs are used to automatically
extract the feature sequences for each input image. The RNNs (Bidirectional LSTM) then
predict each vector of the feature sequence extracted from the CNN. The last part of the
network is the transcription layer, which is responsible for converting the predictions from
RNNs to real labels.
Figure 4.6 shows the flowchart of the model.

Figure 4.3: The CRNN-CTC Network parts
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Here is a description of the constituent layers of the network we have relied on :

• Convolutional layers: Features extraction part, its structure is a normal convolutional
neural network without the fully connected layer, it is composed of:

– The text-based CAPTCHA image of size (32×128) in grayscale as an input.

– 6 convolutional layers all with a kernel of 3×3 and 1×1 stride, the numbers of filters
are 16, 32, 64, 64, 64 and 64, respectively, and one extra convolutional layer with a
kernel of 2×2 and 64 filters. ReLU is the activation function.

Conv2D(16, (3,3), activation = ’relu’, padding=’same’)

– A 2×2 and 2×1 max-pooling is also applied, with the aim of reducing the size of
the extracted features.

MaxPool2D(pool_size=(2, 2), strides=2)

– Batch Normalization is also used after both convolutional layers before the last one
to stabilize the learning process. and to avoid the overfitting dropout is used.

BatchNormalization()
Dropout(0.3)

After this first convolutional stage, the feature maps are transformed from the 3D size
(width × height × depth) into 2D of size (width × (height × depth)) vectors. Finally, a
sequence of feature vectors is extracted from the feature maps produced by the CNNs as
shown in Figure 4.4, which is the input for the recurrent layers.

Figure 4.4: Convolutional layer
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• Recurrent layers: After feature extraction part, two Bidirectional LSTM recurrent
layers of 128 units are applied, which predict a label distribution Pt for each vector xt in
the feature sequence x = x1...xt.

Bidirectional(CuDNNLSTM(128, return_sequences=True))

Followed by a full-connect layer as shown in Figure 4.5 . The final results, which take
the form of probability distributions, are obtained through a softmax layer. L+ 1 labels
used, where L is the number of characters that appear in our database (26 characters).
The additional dimension has needed for the blank symbol of the CTC. Figures 4.7 and
4.8 depict this bloc.

Dense(len(char_list) + 1, activation = ’softmax’)

Figure 4.5: Recurrent layer

Figure 4.6: Flow chart of the CRNN
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• Transcription layer: Transcription use to convert the predictions (of each prediction)
made by the Bidirectional LSTM into a label sequence. This by the CTC (Connection-
ist Temporal Classification) loss function. "The CTC loss function aims to model the
conditional probability of label sequences given probability distribution of each predicted
label."(Feng et al., 2019).

AS shown in Figure 4.7, when the character takes more than one time-step, the result
will be in duplicate characters. CTC solves this problem.

Figure 4.7: Recurrent layers output

CTC works on three major concepts :

– Encoding: CTC merges all the repeating characters into a single character. In the
case that the real label contains a repeating character, CTC introduces a pseudo-
character called blank denoted as “-“. While encoding, if a character repeats, then
a blank is placed between the characters in the output label sequence.

– Loss calculation: by summing over the probability of all possible alignments
(paths) between the input and the label.

– Decoding: After the model trained, the best path algorithm uses in which calculate
the best path by considering the character with max probability at every time-step.
This step involves removing blanks and duplicate characters, which results in the
actual label. An example is shown in Figure 4.8.

Figure 4.8: Transcription layer
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4.4 Results and Discussion

In order to show the results obtained from our model, we explain below the results in terms
of the accuracy and the loss of our model in breaking text-based CAPTCHA to get the real
label.

After the model training, we note the following remarks from the curves of accuracy and
loss in Figures 4.9a and 4.9b, which represent the development of accuracy and loss results,
according to the epochs. Where the accuracy of the model in training and test set is 0.96 and
0.91, respectively. And the loss is 0.11 in training, 0.28 in test. The table 4.1 represents some
text based CAPTCHA breaking using our model (real label vs our model prediction).

(a) Model accuracy (b) Model loss

Figure 4.9: Model accuracy and loss

Through the results obtained by our trained model, which achieved an accuracy of 91% in
the test dataset. It is considered a good result and threatens the security of the text-based
CAPTCHA test.

Although we did not reach the results of the previous works. However, we have achieved
some goals such as:

• We didn’t need to segment the text-based CAPTCHA image and recognize each character
separately. The model uses the complete CAPTCHA image as an input and that reduces
the breaking process complexity by skipping costly stages, such as preprocessing and
segmentation.

• We were not limited to a specific CAPTCHA text length. Our model is able to break a
CAPTCHA with different text lengths.
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• Our model based on an End-to-End CRNN-CTC Network used for handwriting and text
recognition, and it gave good results in breaking the text-based CAPTCHA taking into
account the differences between the normal text and the CAPTCHA text, which is often
distorted, twisted and overlapping in each other.

• We can also improve our model results by augment the training dataset and training it
for a longer time.

This makes the text-based CAPTCHA vulnerable to deep learning breaking methods and
useless to use in websites to protect them from computer malicious programs.

Table 4.1: A sample of real vs predicted labels

CAPTCHA Real label Predicted label

VRXIX VRXIX

TXNCOSZ TXNCOSZ

CONP CONP

NTRACDY VTRACDY

4.5 Recommendation

From what we have presented, we have noticed that there is no difficulty with deep learning
techniques to break any text-based CAPTCHA. However, we noticed that most of the existing
text-based CAPTCHAs depend on sequential characters, and that facilitates the process of
breaking them. That is what we will rely on, by making the characters that make up the
CAPTCHA text not to be sequenced.

As a contribution, we suggest a model that may make it difficult for the machine to pass than
a human. The idea is simple, we create an image containing characters of each in a random
place accompanied by an index number. The user must enter the characters in the correct
order. For misleading, a blurry background is used and single random numbers are added to
the image. The Figure 4.10 below shows examples of our proposed CAPTCHA.
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(a) URTLA (b) TGGPZS (c) SDUMH

(d) GXWRZW (e) VAUY (f) RXZC

Figure 4.10: Examples from our proposed CAPTCHA

4.6 Conclusion

In this chapter, we conducted an experiment to break text-based CAPTCHA using End-to-
End CRNN-CTC network and CAPTCHA images datset generated by python. The results
obtained show that it is not difficult to attack and break the text-based CAPTCHA through
deep learning techniques, even without the need to segment the CAPTCHA image.
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CHAPTER 5

CONCLUSION

The purpose of this work is to break text-based CAPTCHA using deep learning techniques.
We start with an overview of machine learning and deep learning with its convolutional and
recurrent neural network. Then we introduced a generality of CAPTCHA test and their types.
Thereafter, we presented the state-of-the-art of breaking the text-based CAPTCHA, starting
by matching algorithms until the machine learning and deep learning techniques.

Subsequently, we conducted an experimental study to break text-based CAPTCHA using a
model based on an End-to-End CRNN-CTC network used for handwriting and text recognition,
and text-based CAPTCHA images dataset generated by python. The result of the experiments
reveals that our model is able to break the text-based CAPTCHA generated whit accuracy of
91% which can be improved by augmenting the dataset and training it for a longer time.

In the perspective of ameliorating the text-based CAPTCHA breaking we propose to im-
proving the CRNN-CTC network parts such as using ResNet or VVG-Net in the convolutional
layer and GRU in the recurrent layer, also to use Generative Adversarial Network (GAN) to
generate more CAPTCHAs image datasets.
To improve the CAPTCHA test and making it unbreakable there are several types discussed
as an alternative to the text-based CAPTCHAs such as image, audio, and video based-
CAPTCHAs. We also propose to investigate the Arabic CAPTCHA, mathematical/geometric
CAPTCHA requires also more studies and evaluate extensively the proposed CAPTCHA.

However, breaking CAPTCHA remains an active field due to advances in deep learning
techniques, and generation an unbreakable CAPTCHA is still a challenge.

"A step backward for CAPTCHA is still a step forward for AI - every defeat is also a
victory" (Luis von Ahn 2006).
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